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SECTION 1. INTRODUCTION

1.1 Purpose of the Study

The broad objective of the work described here has been to conduct a

design study aimed at developing and evaluating techniques for suppressing

false alarms in air-defense radars. More specifically, the output of the study

should define, to the extent allowed by the level of effort expended, circuitry

required in a False Target Suppression (FTS) signal processor that would

implement these techniques. This processor would be compatible with the

U.S. Army Experimental Array Radar (EAR) which is presently installed at

the U.S. Army Missile Research, Development and Engineering Laboratory

at Redstone Arsenal, Alabama.

1.2 Organization of the Study

Pursuant to the above objective, the work (as well as this report) has

been organized into the following categories:

1.2.1 Background

The characteristics of the EAR and of its existing MTI processor have

been reviewed. The characteristics of the target and clutter environment

within which it can be expected to work have been postulated. The charac-

teristics of other processors which have similar FTS functions, both

developed within Raytheon or available in the literature, have been reviewed.

1. 2.2 General Processor Configuration

Based on the background information, a general FTS block diagram

has been generated. This forms a baseline for analytical performance studies

as well as detailed processor architecture studies and the cost/performance

tradeoffs which follow.

L--
1,1
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1.2.3 Analysis

A detailed analysis has been carried out of the performance of the FTS
processor (basically expressed as target detection probability for a fixed

false alarm rate) as a function of certain parameters such as number of target

samples coherently processed, input signal-to-clutter ratio, input signal-to-

noise ratio, presence or absence of MTI canceller processing, etc. This

study, although by no means exhaustive, does clearly indicate the performance

improvements that might be anticipated by the use of a properly configured

FTS processor.

1.2.4 Hardware/Software Configurations and Tradeoffs

Carrying out in more detail the work outlined in 1. 2. 2 above, this
task examines various alternative approaches to the design of the processor.
More detailed block diagrams are generated, and estimates are made of

such cost-influencing factors as the number of components/cards required by
each approach and the software requirements, as a iunction of system

specifications such as number of instrumented range cells and number of

samples coherently processed.

The information generated in 1. 2.4 is combined with rough estimates of

relative development costs to form curves of the cost of various design

approaches as a function of required performance, or, conversely, the

performance that could be expected for a given fixed cost investment. This

latter is perhaps the first step toward the application of "design-to-cost"
philosophies to signal processor design.

!
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SECTION 2. BACKGROUND AND ASSUMPTIONS

2. 1 The Experimental Array Radar (EAR)

The EAR is a C-band phased array radar designed to fulfill both

search and track functions in air defense applications (References I and 2).

Two crossed beams--vertical and horizontal fans--are generated and steered

from two linear arrays. False alarm suppression is of primary significance

only in the search function, so that this is the basic function considered in

this study, although certain of the processing elements described here such

as the doppler processor are also of considerable value in improving

tracking performance.

For search, only the vertical fan beam, which scans in azimuth over

approximately + 500, is used. Those radar characteristics which are

important to the signal processor are listed:

a. 0. 2 microsecond effective pulse width.

b. Nominal PRF of 5 kHz. This is however variable, and in fact, is

almost sure to be varied in a programmed fashion to overcome target blind

speed problems and/or as an ECCM measure. We have assumed 5 kHz as

an upper limit on the PRF. This implies a maximum of 1000 range cells per

PRF interval and a 30 km maximum range, although in practice a smaller

number is likely to be instrumented--about 700--in order to allow some

- radar dead time for uncompressed pulse length (if pulse compression is used),

beam steering, etc.

- c. 20 azimuth beamwidth, implying 50 azimuth angle resolution cells

per scan. The nominal scan time is assumed to be about 0. 5 second (or 10

- milliseconds per angle dwell), but it should be stressed that the EAR is an

experimental radar so that the ability to vary such parameters is an important

part of the design of any processor.

2-I
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d. There is a 3-pulse digital MTI presently implemented with the

EAR. This is a non-moving-window design with one output per three pulses

input. The FTS processor should be designed so that some appropriate

elements of it can interface with this MTI.

2.2 Limits on the Processor Design

As mentioned above, variability is an important property of the FTS

processor to be designed. But to keep the design within some limits we must

consider certain inherent limits on the radar's output, which are functions of

an assumed target environment.

Assume that targets have a maximum velocity of Mach 3 (about 1000 m/sec).

The minimum velocity is to be as low as possible. The clutter environment,

discussed in a later section is typically, fields, wooded hills, weather, etc.

The antenna scan itself poses no limits on dwell time (and therefore

pulses to be processed within one beamwidth). Considered here are other

limitations, which apply largely to high-speed targets which in a tactical

radar are likely to represent the greatest threat. These are:

0 Scan time: The rate at which new information is needed.

0 Range walk: The motion of the target through a range cell during

the time on target.

* Target acceleration effects: A limit on coherent processing.

0 Maximum target coherence time.

2. 2. 1 Scan Time Limitation

The nominal scan time is 0.5 second, corresponding to a dwell time of

10 msec (for 2* beamwidth, 1000 search sector). A more generous limit

could be established by postulating that a Mach 3 target be detected after

penetrating not more than 5 km into the radar coverage: this leads to a

scan time of 5 seconds, and a dwell time of 100 msec. This latter is

probably an upper bound since it allows no time for radar track functions.

-2-2-I



2.2.2 Range Walk

Given a target radial velocity of VR m/sec., a target will pass through

the 0. 2 usecond (30 m) range cell width in TRW = 30/VR seconds. Beyond

this limit there is no integration gain within a range cell, although there still
will be an increase in overall target detectability due to detection opportunity

on adjacent range cells. For a Mach 3 target, this limit is 30 milliseconds

(150 pulses at the nominal 5 kHz PRF).

2.2.3 Target Acceleration

Here we assume that the target is moving in a straight line at constant

velocity: the range acceleration is due to the rate of velocity change for

such targets on near-tangential courses. It is easy to show (see the sketch)

that the radial acceleration

V
a R is given by:

AV cs 2  target

VR _Cos___

At R°  Ro  Acceleration Geometry

radar

Where V is the target velocity, R is the range, 0 is the off-tangent
* target angle, At is the dwell time, and AVR is the change in radial velocity

during the dwell time.

* Coherent processing will not be efficient if AVR equals or exceeds the

width of a "doppler bin" (measured in the same units) of the doppler

processor. The doppler bin width fB for full coherent processing during

the time At is l/At Hz. The equivalent velocity bin width is:

B - - A

Then, for 0 near zero:

V V At < V or At < - 0

2-3
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For 5.5 x 10- 2 m, V - 103m/sec., and Ro (minimum range) = 103 m,

At should not exceed 5. 2 msec., or the number of pulses coherently inte-

grated (N) need not exceed 26. At maximum 30 km range, At is 28. 5 mecc,

N = 142.

2.2.4 Target Coherence

From Reference 3, page 397, the doppler spreading due to target

rotation is given by:
2W L

f rMl~AX -' At

Where Wr is the target's real or apparent rotation rate and L is the

target length. For a crossing target as before, the apparent target rotation

rate is given by:

V
W = -0coa
r Ro

Then f MAX Ri k. for a near tangential target.
0

For V = 103 m/sec, a target length of 5 meters, and R= 103 meters

as before,

fMAX = 180 Hz.

The corresponding useful period of target coherence is At 1 5.5 msec,
FMAX

or 27 pulses. At maximum range, At = 165 meec., N = 825.

The simple relationships derived in sections 2. 2. 3 and 2. 2. 4 are

plotted in Figure 2-1. These should not be interpreted as meaning that

longer dwell times than those indicated cannot be used, but only that the full

- signal-to-noise improvement that should be expected from coherent inte-

gration will not be achieved beyond this dwell time. Since S/N may not be

of importance at short range, the dwell time limits at maximum range are

probably the most important ones.

.- t 2-4'
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2.3 The Clutter Envircnmrent

2.3. 1 Ground Clutter

At the maximum range of 30 km the illuminated ground clutter patch is

30m x OSOm - 31 x 103m 2 in area. Using C-band data from Reference 4,

page 262, the 84th percentile clutter coefficient 0 is -27 dB for wooded hills.
0 2

This leads to a clutter cross-section of 31 x 103 x .002 = 6 2m . Assuming
2

the smalhst target size to be 0. Im , the distributed C/S ratio is about 30 dB.

This neglects the effect of point clutter, which can be considerable.
4 2Cross-sections of 10 m for point clutter are not unusual (Reference 5).

This implies a C/S ratio of 50 dB at these points. Since there are compara-

tively few of such points, they are a logicsl candidate for removal by clutter

mapping.

The spectrum of the distributed ground clutter (from Reference 4,

page ?74) is about 0. 5 m/sec. in width (+ 0) under very strong (-50 kt) wind

conditions, proportionately less for lighter winds. At C-band this corres-

ponds to a doppler band of 18 Hz. This is actually + 9 Hz, centered at zero

frequency.

.. 1. 2 Precipitation Clutter

31 x 10 m 2 times the height of the rainstorm or the antenna vertically-

illuninated altitude, whichever is least. For an assumed storm height of

3 kin, the first condition governs, and the volume is about 108 m 3 at maximum

range.

The backscatter cross-section of the rain is the reflectivity coefficient

at C-band times the volume. The reflectivity coefficient , from Reference 3,

- page 106, is tabulated below for various rainfall rates:
Rain Rate h, mm2 3 Urain at max. range

RainRate mmhr. tA. mn /m ri

Light 1 5 x 10 - 9  0. 5m2

Moderate 4 7 x 10- 8  7.0

Moderate 10 2 x l0 - 7  20

Heavy 20 10-6 100

2-6
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Typically, (Reference 4, page 211) the rain clutter has a spectral

width of up to 5 m/sec. about a center velocity of + 30 m/sec., depending

of course on wind velocity and antenna direction. At C-band the doppler

width is about 180 Hz.

2-7

II

.- ~ -



PcrmC~l PA~iAC.NQ FflMD

SECTION 3. THE GENERAL APPROACH

The approach described here is a fully digital processor, both for

compatibility with the existing EAR equipment and because analog approaches

are not nearly powerful or flexible enough. Several techniques are considered

in combination, each reinforcing the other to attack the variety of false

target sources which are expected: distributed ground clutter, strong point

ground clutter, precipitation clutter, countermeasures and pulsed interference.

The techniques are:

0 Doppler processing, as implemented by the Fast Fourier

Transform (FFT) technique.

* Range-cell averaging CFAR

* Clutter mapping

0 Frequency-cell CFAR

0 MTI

Although it is recommended that all of these techniques be implemented

to obtain maximum false target suppression with minimum target loss, it

is not necessary that they all be implemented in order that benefit be

obtained. For example, the range-cell CFAR alone when used with the

presently existing EAR will be reasonably effective.

Figure 3-1 illustrates the proposed configuration. The A/D and the

lower MTI already exist. The other blocks represent new equipment.

Describing in general terms the functions of each block:

3.1 MTI

The existing MTI processes input data in block form producing one
output pulse for each three input pulses. It is not suitable as an input to

the doppler processor. However it can be input to a cell-averaging CFAR

processor, and it is shown as being capable of being switched in at that point.

3-1
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The sliding window MTI is suitable for input to the FFT, and is so

shown. Although "optional" in the sense that the FFT itself by virtue of its

doppler filtering behavior has certain MTI properties, it is shown in Section 4

that the implementation of an MTI at this point will enhance the total per-

formance of the FTS processor in a clutter environment.

3.2 Input Weighting

The FFT is a block processor, processing sequential pulse trains

which are, most efficiently, powers of two in length. The truncation implicit

in the processing of a finite block like this will give rise to sin x/x sidelobes

in the frequency domain, with the worst sidelobe some 13 dB down. By pre-

multiplying the input pulse sequence by some sort of a smooth amplitude

weighting function, the sidelobe level can be controlled to any desired degree,

with a price being paid in widening the bandwidth of the doppler filter and in

reduced signal-to-noise ratio. The Taylor weighting function is the most

efficient and is the one considered here.

3.3 Input Buffer

This is actually a double buffer. A complete block of input data

(N pulses by M range cells) is fed in real time into one buffer while the FFT

is processing the contents of the other buffer, which had been filled with

data earlier. The roles of the two buffers are reversed when the real time

buffer is filled.

3.4 The Fast-Fourier Transform (FFT) Processor

The principles of operation of the FFT are well described in the

literature. Given a time series input N complex (I & Q) samples in length,

the FFT produces an N point spectrum analyzer output.

3. 5 Magnitude Determination

The FFT spectrum output is complex, comprised of I and Q components.

- Only the magnitude is of interest to us. The magnitude unit computes a

good approximation of the magnitude I II + Q2 for each spectrum point

(filter).

3-3



3.6 Range-Cell CFAR

This technique is well-described in the literature. See References (6)

and (7). Each FFT filter output except the zero frequency one has its own

range-cell CFAR processor which produces a threshold which applies to that

filter only.

3.7 Frequency-Bin CFAR

This processor sets a threshold for each range cell which is derived

from the average of all filter outputs except those around zero frequency. As

a result any signal whose energy is spread more or less uniformly throughout

the spectrum instead of being concentrated in one or two frequency bins is

excluded. This gets rid of certain kinds of pulse interference and jamming.

3.8 Clutter Map

Really strong point clutter can break through the MTI/FFT process.

The clutter map suppresses this residue by storing the locations of these

clutter points (which appear in the zero frequency filter) and setting a

threshold in the zero bin and proportionately in near-zero bins.

3.9 Threshold

We have described three sources of threshold in 3.6, 3. 7 and 3. 8 above.

The signal must exceed each of these thresholds if it is to be output to the

post processor- -essentially a logical "and".

.

L
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SECTION 4. ANALYTICAL TTS STUDY

4. 1 Introduction

This section reports on a clutter map/CFAR study aimed at evaluating the

performance of several candidate false target suppression (FTS) signal processors

for the Experimental Array Radar (EAR). In 4. 2, a theoretical model is developed

for comparing the performance of several digital doppler processors in realistic

clutter environments. This model is implemented in a computer simulation des-

cribed in Section 4. 3, and performance curves (probability of detection) are given

in Section 4. 4 for each of the candidate processors and different signal-to-inter-

ference (S/I) conditions. From these curves, the advantages of including the MTI

and appropriate pre-FFT weighting are clear for heavy clutter environments.

With MTI there will, however, be a tendency to lose low-velocity targets or those

at or near blind velocities. There exist techniques (range-gated MTI, staggered

prf) which can minimize these effects.

The basic components of the signal processor are given in Figure 4-.,I,

The system begins by sampling the inputs from the analog in phase (I) and quad-

rature (0) channels of the receiver with an analog-to-digital converter (ADC) of

appropriate characteristics. The resulting output is fed through an MTI canceller

ahead of the FFT in order to reduce dynamic range and to improve clutter rejection

and is then weighted appropriately to reduce doppler sidelobe effects. Since doppler

processing is associated with operations on blocks or "batches" of samples, the

weighting network output is input into a buffer storage and an FFT then translates

these samples from the time domain to the frequency domain. Finally, the FFT

outputs are fed into an FTS processor whose function is to reduce the number of

clutter false alarms. This is achieved by applying a number of threshold tests

to the range gate/filter amplitudes. The clutter map provides a scan-to-scan

history of the clutter in the zero velocity doppler filter and defines an adaptive

threshold for the low velocity doppler filters. Also, a cell-averaging CFAR processor

further eliminates the effects of clutter in the higher velocity doppler channels.

4-1
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4. 2 Theoretical Model

In this section, a mathematical model is presented for computing detection
probabilities of the output of several clutter map/CFAR (CM/CFAR) signal pro-
cessors. Specifically, the configurations analyzed in this and Later sections are

I. ADC MTI W * FFT. CM/CFAR

2. ADC -. MTI.- FFT - CM/CFAR

3. ADC. W. oFFT .o C CFAR

4. ADC - FFT . CM/CFAR

5. ADC -MTI CFAR

where W denotes a weighting network. Although several processors are con-

sidered, one general math model is derived which covers each of the specific

designs with appropriate modification of the signal covariance matrices at the

FFT input.

4. 2. 1 Signal Models

Target, ground clutter, weather clutter, and noise signal models needed

for evaluating detection performance in realistic clutter (Interference) environ-

ments are given below:

a. Target Signal.

The target model appropriate for the step-scanned EAR radar is the

Swerliag I model. Here the target signal power returned per pulse is assumed to

be constant for the time on target during a single scan, but to fluctuate indepen-

dently from scan-to-scan. Expressed in statistical terms, the normalized auto-

correlation function of target cross section is approximately one for the time in

which the beam is on target during a single scan and is approximately zero for a
time as long as the interval between scans.

b. Ground Clutter Model.

As described in Barton [3), ground clutter consists of a fixed component

clue to returns from rigid scattering elements within the clutter patch (e. g. build-

ings, fences, power poles, etc. ) plus a fluctuating component due to returns from
moving reflectors such as swaying trees, vegetation, etc. The clutter voltage
-amples for a given range bin are therefore in general characterized temporarily

by a Hician amplitude distribution. In this work, however, the fixed (DC) component

4-3
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of clutter is assumed absent. This assumption is reasonable for processors con-

taining an MTI, and should give reliable detection probabilities for the case of

point clutter and no MTI in all but the first few doppler bins. Thus, in the com-

parisons between systems with and without MTI, the detection probabilities for

the NO-MTI case may be somewhat optimistic for the first few FFT filters where

the given detection performance should be considered only as an upper bound to

the actual system performance. With this in mind, the ground clutter voltage

samples for a given range bin are assumed to be characterized temporally by a

Rayleigh amplitude distribution with density function

z -z / 20 2 ( 1

p(z) -- e (4 1

Here P = 2a 2 is the average clutter power from a given range bin and is propor-

tional to the clutter backscatter coefficient, a*.

As described in Boothe [8], since the clutter backscatter coefficient varies

from clutter patch to clutter patch, a* is itself a random variable. We assume

here that a0 is a Weibull variable with the probability density function

p(CO) = b (00) b-i exp _(

where

b - (A Weibull slope parameter 2)
bb

Ct
+ +A]J

and U' is the backscatter coefficient averaged over the CFAR window. In reference

[81, Boothe shows that this Weibull assumption is reasonable over land and gives

typical values of the slope parameter A. For semi-wooded, hilly terrain, A = 2

is representative of the average clutter environment and is therefore used in this

analysis.

- Nathanson [4] shows typical land clutter profiles versus range obtained

Soby averaging clutter returns from many pulses. These clutter pro-

files were analyzed by Brooks [93 and were also found to fit reasonably well with
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a Weibull distribution having an exponential range bin-to-range bin correlation.

Equivalently, clutter power versus range is not constant but exhibits the same

spatial variation as that of the clutter backscatter coefficient. Reference [10)

suggests a strong range bin-to-range bin correlation for land clutter (i. e., p >. 99).

In this analysis, we have selected the correlation p = I because it is mathematically

easy to evaluate CFAR detection performance in this case and the performance for

p>. 99 should be very nearly identical to the performance with P= 1. This assump-

tion is equivalent to assuming that the average clutter plus noise power is equal in

each range bin of the CFAR window.

Finally, we assume the pulse-to-pulse correlation between ground clutter

returns is given by the correlation function

- (2rca.) 2 /Z (1)

- R(,) n e (4-3)

- where 0 c is the rms frequency spread of the clutter and is related to the rms

velocity spread of the scattering elements av by the familiar doppler equation

Z0
c = v (4-4)

At C-Band (X = . 0545M), the spectral width of ground clutter can range from

about . 6 Hz on a calm day to about 18 Hz for winds greater than 40 knots.

c. Weather Clutter Model

-. The weather clutter is assumed to have a Rayleigh temporal distribution

- -with the pulse-to-pulse correlation

* R(T) = exp (217O )Z/2] cos (21 fwr) (4-5)

where a., analogous to a co is the spectral width of the rainstorm which at C-Band

ranges from about 67 Hz (-6 ft/sec) for light rain to about 145 Hz (- 13 ft/sec) for

heavy rain [3). Also, fw denotes the center frequency of the storm and can range

This correlation function is consistent with the assumption of a Gaussian
clutter spectrum.
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from 0 Hz to about 945 Hz (~ 50 knots). It should be pointed out that the correlation
function (4-) is equivalent to the assumption of a Gaussian spectrum for the case
of zero center frequency, fwP and although it deviates from this assumption for
non-zero center frequency, the associated spectrum will approximate a Gaussian

spectrum for frequencies between zero and 1/2 PRF (2. 5 kHz) when the center fre-
quency is large compared to the rms frequency spread of the storm. These two
extreme cases (center frequencies zero and 945 Hz) are the two cases analy.zed in
Section 4. 3.

Weather clutter will generally be dispersed in range over several cells. In
this analysis, the mean clutter powers over the CFAR windows to the left and to
the right of the target cell are assumed constant but not necessarily equal.

d. Noise Model

The noise model used is characterized by a Rayleigh amplitude distri-
bution with zero pulse-to-pulse correlation (white-noise).

4. 2. 2 Clutter Map/CFAR Concept

The basic clutter map/CFAR concept used here for a FTS doppler processor
is illustrated in Figure 4-2. The range bin of interest containing the target is
depicted as R and the N range cells to the left and right of R are shown aso o
R 1,.... R N and R V ... RN , respectively. An L-point FFT (filters denoted 0
throughL-1) is taken of the signals from each of the range bins. In the figure, from
the FFT on, the flow is shown for target detection in the kth filter (and R0 range
bin) only but a similar flow is assumed for each of the remaining filters (and range
bins) except for the zeroth filter where only a clutter map threshold is established.
The basic idea is to establish appropriate thresholds, compare the kth filter output

of range bin R with the largest threshold determined, and to declare detection if
the signal exceeds this maximum threshold. There are three thresholds estab-
lished for each non-zero filter in the processors studied here, two CFAR (constant)
false alarm rate) thresholds and a clutter map related threshold. (A fourth
threshold derived from frequency bin averaging - see 3. 7 - is not included in this
analysis, since it is only effective under conditions of pulse interference which

- are not included in the input signal model.)
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Th F R tr sod (1) (1))
The CFAR thresholds TaCFAR" are simply weighted averages ( l } ofCFAR CFA

the kth filter outputs of N range bins to the left and right of R o , respectively.

These two thre holds are intended to regulate false alarms in a noise plus weather

environment. The leading and lagging cells are averaged separately to establish

thresholds that will regulate false alarms in a non-stationary background, as

would exist, for example, when the window confronts the edge of a weather mass.

A clutter map threshold TcM is established for the zeroth FFT filter (each

range bin) to regulate ground clutter false alarms, and represents a weighted

value of the clutter level averaged over several past radar scans. A clutter map-

related threshold T(K) is established for the kth filter and is a fraction of theCM
TOM threshold. Here Ck is variable and is programmed into the processor

according to the expected doppler roll-off of the ground clutter.

4. 2. 3 Detection Probability- Model

a. Interference Distribution At FFT Output

We begin by establishing the noise plus ground clutter plus weather

clutter signal distribution for a given range bin R at the kth FFT filter output
0

Point f of Figure 4-3. To do this, we make an assumption on the initial distri-

butions of these individual interference signals at the output of the A/D converters -

Point . Consistent with the interference models of Section 4. 2. 1, each of

these initial signals has a Rayleigh amplitude distribution, that is, the associated

in phase (I) and quadrature phase (Q) signals are independent Gaussian variables

with zero mean and appropriate pulse-to-pulse correlation, the degree of which

depends on the type of interference. Accordingly, we can develop the kth FFT

filter interference statistics by starting with a Gaussian distribution (representing

any one of the interference signals) in say, the I-channel, following this distribution

through the MTI, weighting and FFT networks, and finally combining the resulting

Gaussian distribution with an equivalent Q-channel distribution.

Let the initial I-channel distribution be described by a zero-mean Gaussian

distribution with joint density -

(1) The weighting applied is consistent with a 10 probability of false alarm

(PFA).

4-8
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Figure 4-3. Processor Model
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P- ( V ) e x . . ... . . . . 1 : 4 6

(v 1 , v Z  .... v)

is the transpose of an nth dimensional vector whose elements v i , i - 1,.. n denote

I-channel voltages associated with the first n pulses, respectively, and I I.1 is the

determinant of the n x n rovariance matrix M describing the pulse-to-pulsen

correlation. For a sliding window 3-pulse MTI and the inputs v l ,.... v , the n-2

outputs up - v. " v 1+ v i = , ... n-2 again have a zero mean normal distri-

bution with joint density function given by (4-6) with V replaced by C and M.

by ) AM A -1 where M is the matrix M with the lst two
replaced Mn- 2  n-2 n-2 n

rows and columns deleted and A is the linear transformation matrix defined by

AV" (4-7)

1 .- 1 0 0 0

.0Z 0 . 0

A. (4-8)

o --
n-2 x n-2

If a weighting network is included and CP,... Cn- 2 denote the pre-FFT

weights (Taylor), the covariance matrix M 2 2 for the zero mean 1-channel
n-2

Gaussian distribution at the FFT input is given by

. M~( 2 ) =C -

M n-2 CM '- C (4-9)

where

C. 0

CL: - (4-10)
0 "Cn

[or convenience, let L= n-2 be the number of FFT points, W, ... W denote the
(2) L dnt h

I-chdnnel FET inputs, ML ) = [mijLXL, and k denote the kth FFT filter output in

", the I-channel, then

4-10
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L

k ~~ w. exp C-i(Zi,/L)(j-l)k) , k = 0, 1,... L-I

.3-| (4-11i

11(ik) -ij (tk )

where the real and imaginary parts R(I k ) and J(Ik ) are given by

L

Cos [ (j -Ilkj (4-12)

L

'k Win[2(L 1k (4-13)
j-..

Using the notation N(p, a ) to denote a normal distribution with mean j and variance
2

(I , it is clear that

N(0, (4-14)
J(Ik)  N(O,%k2

where

L

'Rk / mijCkiCkj
i,j- I
1,

0 R m dki dk (415)

Ck Cos L2Tu(j1)k]

: { j - L J d j{ - 5

d kj sin f[T-T(j-l)k]

- In a similar fashion for the Q-channel distributions

1l (Q ) e N(0, a k)
k Rk (4-16)

,2 '(Qk N(0, a2 )

kj
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where again o Rk and o.5k are given by (4-15). Now combining the I and Q channel

(istril)tions, the total complex FFT output at the kth filter becomes

V k lli Qk

+(k ) + J(Qk)I + i[R(Qk) - (01 (4-17)

R(F k ) + iJ(Fk)

where both R(Fk) and J(Fk) " N(O, (k + and are independent. Finally,k k Rk j ak)
assti minp a square law magnitude unit after the FFT(1) the combined signal

Z Rk(F) + (4-18)

for range bin j and out of the kth FFT filter has the exponential distribution

plZjk 2 exp - 2(y (4-19)

where
2 2 2

3k aRk + "i (4-Z0)

n,,sruiuch as the distribution (4-6) is representative of each of the three independent
interference sources, the distribution (4-19) is also representative of the combina-
tion of ground clutter, weather clutter, and noise if

2 2 2+ 2 (421
0 .jk 'Njk + cgjk + aNjk (4-21)

2 2 2
lHere the noise, ground clutter, and weather clutter variances 0 Njk 2 ' Njk

respectively, are each determined from (4-15) and (4-20) after the computation of

the appropriate covariance matrices using the assumed pulse-to-pulse and spatial

correlations given in Section 4. 2. 1

4. Z. 4 False Alarm Probabilities

- For a given threshold voltage VTk, the false alarm probability at the kth
filter output and range R is

(1)Although ia linear magnitude unit is actually proposed, a square law unit is used
- here to simplify the mathematics. Experience shows that the results for either

will be very nearly the same.
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PFAk 1 exp C /ok )d
2%k VTk (4-22)

= exp (- Ybk)

where

Yhk VTk/ cok2  (4-23)

is a normalized threshold equal in general to the maximum of several established

values, except when k = 0 and it is simply the clutter map threshold. In this case,

Ybo : 2 Z Z0 0  (4-241

M

where the notation Z is used to denote a sum of signals from range bin 0 and

filter 0 over M-past radar scans, and K1 is a clutter map constant associated

with a certain false alarm probability. Using (4-19), it may be shown that the

probability density for Ybo is

bo _KM Ybop(Ybo) --- I! (M)MbM I (MYb ° ) (-
(M- I)! 1. I x I1-

Whence, the average clutter map false alarm probability is given by

PFA 0 1 M  (4-26)

M-6.

and the value of K l corresponding to an average false alarm probability of 10 is

K. M(O 6 / M  1) (4-27)

- For the non-zero filters, a clutter map related threshold is compared with the

CFAR thresholds and the largest is chosen for the detection criterion. Denoting

the normalized clutter map related threshold by Ak, we set

"k

4-13
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Ak =V Tk/'ZCok 2 k VTIZook2

Z (4-28)

koo
- Ybo' Ok Ybo

°ok

- where 
o

(k =( gok / oo )Z (4-29)

is the expected gound clutter roll-off with frequency. The probability density for

Ak is then given as:

= t(.1[Kl].k] exp ( l kk (4-30)

and the average false alarm probability associated with A is

P (Ak)= M (4-31)

M

With regard to the CFAR thresholds, we let Bk and C k denote normalized

thresholds associated with the range bins to the left and right of R, respectively.

Then,

2Nok j= -I

k 2
Ck . Zj. k (4-33)

ZNook j=I

where the sums are over the N range bins to the left and right of R, respectively,

the normalization is with respect to the average interference power from R and

kZ is a CFAR constant associated with a given false alarm probability. It is now

assumed that the average interference powers are constant over the cells to either

sid ofR 0 ,but not necessarily equal from side to side. Accordingly, the average

4-14
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2

interference power on each cell to the left of R is denoted Zo 1, k and to the20
right of 11 , the notation Z is used. Paralleling (4-30), the probability

0 Za1, k
densities for Bk and C k are given by

P(k) = I.kfN1). ) N Ni -( N (434

where
o~i, 2/ok ifg k Bk

kif k =k (4-35)
Cyl, k 2/Cyo, k 2 if evk = C k

and the associated false alarm probabilities are

PFA k (N (4-36)

I + T
N

22 2 and is therefore given byHer kisetrie suigOlk = rl, k

k2 = N(10 - 6/N - )oazk k (4-37)

Finally, on the average, the kth filter threshold Ybk is given as

Ybk = max(Ak, Bk, Ck) (4-38)

and
I i

1 k M  if Y bk= Ak
1+kI

PFA- ( M /(4-39)

( I

( 1+ N

c. Targzet Detection Probability - Swerling I Target
• 2

With the total average interference power 20 2 known for each filter

k, the average signal-to-interference powers TO ,I' "" "rTL- I vs frequency
out of the magnitude network are determined by first passing a sinusoid of unit peak
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amplitude (representing a normalized fixed amplitude target signal over the L + 2

pulses) through a 3-pulse MTI and weighting network, if used, and then through an

L-point FFT and finally through the magnitude unit. Denoting these samples by

s 0.... st 1 ,the average signal-to-interference samples vs. frequency for a

Swerling I target are given as:

Xk (S )('k) (4-40)

where S/I is the average signal-to-interference before the MTI;

2 yo k , and 201 is the total interference power before the MTI.0, k -- ZS I

Thr detetction probabilities for a single pulse out of the magnitude unit are then

given by the well known Swerling formula

P Dk exp(- YbkA ' x+)) (4-41)

and the average detection probabilities are
I M

B k if Ybk= Ak

M(l + £
PDk (4-42)

N k + x)) otherwise

N(l + x)

As remarked earlier, the average ground clutter powers Z(gk are, for each k,

constant over the CFAR window, but are nevertheless random and proportional to

the Weibull distributed backscatter coefficient a0 . Averaging (4-42) over the

Weibull distribution gives the overall average detection probability

<PDk >(a°)p (a)da (4-43)

4. 3 Clutter Map/CFAR Computer Simulation

4. 3. 1 Introduction

A simulation has been developed for computing detection probabilities accor-

- ding to the model given in Section 4. 2. The simulation is divided into two separate
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programs, CFAR and CFARP. A top level flow diagram and listings of each of

these programs is given in Appendix A.

The program CFAR generates the initial interference covariance matrices

and performs the linear transformations necessary for establishing the mean

interference powers for each FFT filter at the output of the magnitude unit. These

interference signals are stored on direct access file as a function of frequency

(filter #) and are automatically called for by the program CFARP, which in turn

computes target detection probabilities as a function of target doppler frequency

for various S/I conditions.

4. 3. 2 Simulation Inputs

The operator inputs for the programs CFAR and CFARP are given in

Tables 4-1 and 4-2 below.

Table 4-1. CFAR Inputs

Variable Name Definition

A Weibull slope parameter.
ATAY Sidelobe level control parameter for Taylor weights.

FW Center frequency for rain storm (Hz).

GM Logical variable - Turns ground clutter model on or off.
This variable should always be set = . True. on input.

IWGT Logical variable - IWGT = T for Taylor weighting;

IWGT = F for no pre-FFT weighting.

KCLUT Logical variable - KCLUT = T results in a call exit since a
D. C. ground clutter component has not yet been programmed

into the simulation.
MTI Logical variable - MTI = T for an MTI, and MTI = F for no

MTL
MTIMDL MTIMDL = 1 for 3 pulse sliding window MTI; MTIMDL = 2

for narrow notch MTL

MUWO Backscatter cross section of the rain (M 2 ) - target range cell.

MUWI Backscatter cross section of the rain (M ) - to the left of

target cell.k MUW2 Backscatter cross section of the rain to the right of target cell.

4-17
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Table 4-1. CFAR Inputs (Continued)

Variable Name Definition

NBAR Number of terms used in Taylor weighting function - used only

in the came of pre- FFT weighting

NM Logical variable - Set NM = T in all runs.

NPTS Number of FFT points (maximum of 64).

SIGSG Spectral width of ground clutter (Hz).

SIGSW Spectral width of weather clutter (Hz).

STGCDB Signal-to-ground clutter ratio (dB).

STKCLDB Signal-to-point clutter ratio (dB) - not used in present form

of the simulation since a point clutter model has not yet been

added to the program.

STNDB Signa-to-noise ratio (dB).

THMDL Threshold model. Set THMDL = 1 in all computer runs.
WM Logical variable. WM = T for rain; WM = F for no rain.

WMDL Weather model used;WMDL = 1 in all computer runs.

Table 4-2. CFARP Inputs

Variable Name Definition

IATTN Logical variable. IATTN = T for a plot of ground clutter plus

noise attenuation vs. frequency.I IDEALCF Logical variable. IDEALCF = T if a plot of detection proba-
bility is desired for a fixed threshold.

IFRESP Logical variable. IFRESP = T for a plot of MTI response vs.

- frequency. The plots are normalized to the noise out of the

0th filter.

IPROB Logical variable. IPROB = T for Plots on Probability Paper.

ITATTN Logical variable. ITATTN = T for a plot of clutter map

threshold attenuation vs. frequency.

- IWGT See CFAR Inputs.

MORCFAR Logical variable. Set MORCFAR = F if only the ITATTN or
IATTN plots are desired as output.
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Table 4-2. CFARP Inputs (Continued)

Variable Name Definition

MTI See CFAR.

MTINDL See CFAR.

NCLMAP Age of clutter map in number of interference samples

averaged.

NRCELLS Total number of range cells in cell averaging CFAR

NRCELLS/Z cells to each side of target cell).

PRED Logical variable. Set PRED = T if predicted clutter map/

CFAR detection curves are desired.

PRFA Logical variable. Set PRFA = T if false alarm probability at

each FFT filter is desired for a clutter map-related

thresholding system only (NO CFAR).

STIPL Logical variable. Set STIPL = T if a plot of S/I vs. target

doppler frequency is desired

RHOG Set RHOG = I in all runs. This implies a unit ground clutter

correlation from range cell to range cell.

THMDL See CFAR.

XMIN Minimum frequency (x-coordinate) for plotting routine

XMAX Maximum frequency (x-coordinate) for plotting routine

YMIN Minimum y-coordinate for plotting routine.

YMAX Maximum y-coordinate for plotting routine.

The operator inputs to CFAR and CFARP are all done via namelist statements.

Example inputs for CFAR and CFARP are shown below:

CFAR

$INPI, NPTS= 64, WMDL = 1, MTI = T, MTIMDL = 1, THMDL = 1,

STNDB = 0., STGCDB = -35., A= 2., IWGT = T, SIGSG = 18,

SIGSW = 18., GM= T, NM= T, WM= F, NBAR = 6, ATAY = 1.6864$

4-19

I.;
-- "i " -n l -i . . . . . . . . . . . . . . . . . . . . .- - - - " -, ,,,



CFARP

-$INPI, RHOG =1, NRCELLS 32, NCLMAP =6, NPTS =64,

MTINML = 1, ITATTN = F, IATTN = F. IFRESP = F, MORCFAR =T,

MTI = T, IWGT = T, STIPL =F, THMDL = 1, PRFA = F, IDEALCF = T,

PRED = T

$1NP2, IPROB = TV XMIN = 0., XMAX = 5000. $

u Finally, in specifying varying degrees of Taylor weighting, the parameters

- ATAY and NEAR defined in Table 4-1 are required. These parameters are given

below in Table 4-3 for different sidelobe levels.

- Table 4-3. Taylor Weight Parameters

Sidelobe Level A NEAR

-20 .9527 3

-30 -1.3197 4

-40 1. 6864 6

-- 50 2.055 9

-60 2.42 12

-65 2.605 14

-70 2.785 17

-75 2.97 19

-80 3. 15 21

-85 3. 335 22

-90 3. 52 25

4. 3. 3 Simulation Outputs

- CFAR Outputs

The CFAR program produces very little printed output since its main purpose

- is to generate and store statistics that are needed by the CFARP program. Those

outputs printed by CFAR are:
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* All Namelist Inputs

* SIGCSQ ARRAY (normalized ground clutter cross section each FFT

filter)

a SIGNSQ ARRAY (normalized noise power each FFT filter)

a SIGWSQ ARRAY (normalized rain cross section each FFT filter)

a MUT, MUCL, KCL, MUN, MUCLF (2 ), MUl, MUWI= MUW2

where MUT = Target cross section (M2), MUCL = total ground clutter cross

section, KCL = cross section of point clutter (always 0), MUN = mean noise power,

MUCLF = cross section of fluctuating ground clutter component (0) and the re-

maining variables are defined in Table 4-1.

CFARP Outputs

The main CFARP output is detection probability vs. target doppler frequency

for given signal-to-interference inputs and a given clutter map/CFAR signal pro-

cessor configuration. Also available for output are detection probabilities for

fixed threshold (known interference) systems. Such a system is one in which each

FFT filter threshold varies from range bin to range bin but is constant in any

given bin for all time. A system of this type thus defines a limit to the perfor-

mance of any corresponding CFAR system and can be used as a reference for es-

tablishing a loss in S/N due to CFAR (CFAR loss).

Some of the secondary outputs of the program (which were included primarily

as an aid in the initial debugging process) include:

* Clutter map false alarm constant

* CFAR false alarm constant

0 A plot of the MTI response vs. frequency. The plots are normalized to

the noise output of the zeroth FFT filter

0 Plot of clutter map attenuation vs. frequency

, - Plot of S/I vs. target doppler frequency

(I) Normalization is with respect to the appropriate cross sections at the signal
processor input.

(2) The MUCLF variable is currently not used by the program. Since there is yet

no point clutter model, MUCL represents the fluctuating component. Until a
point plus fluctuating clutter model is implemented, a zero will be printed for
MUC LF.
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0 Plot of ground clutter + noise attenuation vs. frequency

* Plot of false alarm probability at each FFT filter for clutter map related

thresholding (see Section 4. 2. 3)

4. 4 Simulation Results

4. 4. 1 Introduction

In this section, the results of selected computer simulation runs are pre-

sented. The objective here is to first compare the detection performance of

several fixed threshold signal processors in a heavy ground clutter environment.

Since these fixed threshold systems define a limit to the performance of any corres-

ponding CFAR system, the comparisons can be used to define the basic components

and parameters of a clutter map/CFAR signal processor that would be effective in

comparable clutter conditions. The predicted performance of such a clutter map/
CFAR system is then presented and compared with the performance of the corres-
ponding fixed threshold system for various S/N and S/C conditions. The com-

parison is then extended to include the effect of weather clutter on detection

performance.

4. 4. 2 Performance Curves

- Figure 4-4 shows a comparison between'each of the fixed threshold systems:

a. No MTI and no pre-FFT weighting

b. No MTI, but 40 dB Taylor weights

c. 3 pulse sliding window MTI and no pre-FFT weights

d. 3 pulse sliding window MTI and 40 dB Taylor weights

e. Narrow notch MTI* and no pre-FFT weighting

f. Narrow notch MTI and 40 dB Taylor weights

g. 3 pulse sliding window MTI and no FFT.

A 64-point FFT was assumed along with a Swerling 1 target, S/N and S/C condi-

tions of 10 dB and -35 dB, respectively, and ground clutter with a spectral width
- of 18 Hz. Also, the curves in this figure reflect an average false alarm probability

of 10 6. It is seen that for the given interference conditions a low detection

- "Narrow-notch" MTI is an MTI in which the average of the L pulses required
for an L-point FFT is subtracted from each pulse before entering the FFT. For
non-scanning antenna and completely non-moving clutter, this type of MTI is
optimum.
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probability, reaching a maximum of about 46%, is maintained over all target

doppler frequencies in the case of no MTI nor pre-FFT weighting. Simply adding

40 dB Taylor weights before the FFT increases the detection probability on the

average by about 45 percentage points in the higher filters, and a detection

probability of more than 80% is maintained in 60% of the filters (target

dopplers between 1000 and 4000 Hz). On the other hand, the detection prob

ability is still less than 70% for target dopplers less than 600 Hz (i. e., for

targets appearing within the first 8 FFT filters).

The highest detection probabilities shown are for the case of a 3 pulse MTI

and no pre FFT weighting. In this case, detection probabilities larger than 97. 5%

are achieved 72/6 of the time, and less than 70% detection occurs only about 8% of

the time for target dopplers less than about 200 Hz (lst 3 filters).

Following the MTI with 40 dB Taylor weighting degrades detection perfor-

mance slightly in the higher filters, but improves performance significantly in the

lower filters. Better than 80% detection occurs beyond the 2nd FFT filter and

better than 90% detection beyond the 3rd. The degradation in detection perfor-

mance in the higher filters is less than 1% and is expected since a reduction in S/N

accompanies pre FFT weighting.

Also shown in this figure is the significant improvement in detection

of the MTI/doppler processors over the simple MTI systems in strong clutter

envi ronment.

In order to interpret the results of Figure 4-4 in terms of S/N in dB, we

resort to the theoretical developments in Section 4. 2. From Equations (4-22) and

(4-41), the probabilities of false alarm and detection for fixed threshold systems

(Swerling I target) are given respectively by -

PFA = e

- Yb/(l + RF) + (4-44)

PD = e =(PFA)

where is the threshold and XF is the signal-to-noise ratio required in the

fixed threshold case. Here we restrict the conversation to the higher FFT filters
where ground clutter effects are negligible For these filters, (4-44) leads to

the expression -

(1) In general 3F is the average S/L
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- - Ln (PFA) 1  (4-45)
F Ln (PD)

for the signal-to-noise ratio required for given false alarm rates and detection

probabilities.

Paralleling the above for CFAR systems, Equations (4-26) and (4-42) lead to

the expression

- (pFA) -1I- (-6
N Ix ~ c 1 -1FA (4-46)

(PD) -I

N # Range cells averaged

for the average S/N required in the higher filters for given average false alarm

rates and detection probabilities. Again, it should be pointed out that these ex-

pressions are valid for Swerling I targets only and single pulse hits out of the

square law magnitude unit following the FFT.

Equations (4-45) and (4-46) lead to the curves plotted in Figure 4-5 for a

false alarm probability of 10-6. Applying the fixed threshold curve in Figure 4-5 to

the curves in Figure 4-4 suggests that an increase of more than 14. 5 dB in signal-
to-noise is achieved in the highest FFT filters by adding the MTI and 40 dB weights

to the no-MTI, no-weighting system. Also, the degradation in detection perfor-
mance of less than 1% (for higher filters) when 40 dB weighting is added to the

MTI system corresponds to a loss of about 1. 2 dB in S/N.

- Also indicated in Figure 4-4 are results for a narrow notch MTI, that is,

an MTI in which the average of the L-pulses required for an L-point FFT is sub-

- tracted from each pulse before entering the FFT. It is not surprising that there

is essentially no improvement over the no-MTI case, as the notch is just too

narrow to eliminate all but a D. C. component of ground clutter. It also does an

exceptionally good job of eliminating the targets in the zero doppler bin. Figure 4-6

clearly shows this to be true. In this figure, the relative responses of the 3-pulse
and narrow notch MTI are compared. Also shown is the expected roll-off in fre-

quency of 18 Hz ground clutter.
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Figure 4-7 shows the effect of changing slightly the degree of pre-FFT

weighting for the fixed threshold, 3-pulse MTI system. By varying

the 40 dB Taylor weights by * 10 dB, the signal-to-noise requirements for the

same level of detection in the higher filters vary by about * 5 dB. That is, the

CFAR loss is * . 5 dB. Also plotted in this figure is the detection curve for a

16 pt. FFT based on a single pulse out of the magnitude unit. In order to present

a fair comparison between the 16 and 64 pt. FFT, non-coherent integration of

4 signal plus noise variates from the 16 pt. FFT should be performed. When this

is done, the resulting detection curve for the Swerling I target is raised about 5. 5

percentage points above the single pulse result (see Reference 1I 1), page 238) for

the higher target dopplers, but is still somewhat below the detection curve for the

64 pt. transform. If, however, frequency diversity were used to produce rapid

pulse-to-pulse fluctuations out of the magnitude unit, Swerling UI curves from [I1]

indicate that only 2 pulses are necessary to raise the detection curve for the 16-

point transform above that for the 64 pt. transform. This would then be an alter-

native to using the 64-point FFT in heavy clutter environments.

Performance curves for a clutter map/CFAR system consisting of a 3-pulse

MTI, 40 dB Taylor weights, and a 64-point FFT are shown in Figure 4-8 along

with the corresponding fixed threshold case. Also shown are performance curves

for simple MTI (No FFT) systems. Here the same heavy clutter environment as

in the previous figures is assumed. For doppler frequencies > 50. 0 Hz,

the CFAR loss in dB can be read off the curves in Figure 4-5 . As the number of

range cells averaged, each side of the target cell, decreases from 32 to 8, the

CFAR loss increases but still remains less than I dB. Similar performance curves

for various S/N and S/C ratios are given in Figure 4-9.

Finally, Figures 4-10 and 4-11 show clutter map/CFAR performance for an

MTI, 40 dB weighting, 64 pt. FFT system operating in heavy ground clutter and

rain. The results are given for various rainfall rates and the extreme cases of

storms with center frequencies of 0 and 945 Hz.

4. 4. 3 Remarks and Conclusions

a. In heavy clutter environments, a combination of MTL and appropriate
pre-FFT weighting will improve the detection performance over a

system which excludes the MTL

4-28

--- a



99.9)

99.S 9

99

98 -30 '
40 ) dB Weights: 64 pt. FFT
50)

95-30 dB Weights - 40 dB Weights: 16 pt. FFT (4-Pulse Integration)

90. 40 dB Weights: 16 pt. FFT
(Single Pulse Integration)

0

40

.0

0

10

5A

S/N z 10 dB
2 S/C -35 dB

4-Pulse MTI
1 18 Hz Ground Clutter

.5 Swerling 1 Target

.2

.01

01000 2000 3000

Target Doppler Frequency (Ha)

- Figure 4-7. Probability of Detection: Fixed Threshold

4-29



SIN =10 dB
SIC =-35 dB
64 pt. FFT

99.9- 18 Hz. Ground Clutter
99.8- 3-Pulse MTI

40 dB Taylor Weights
NR # of Range Celia averaged (each side of cell of interest)

99. 1; TS Clutter Matp Age (samples averaged)
99 Sw.erling I Target

98- Fixed Threshold

LNR = 32: TS =6 or 24
95 -- NR = 16: TS =6

-\ f - -- NR = 8: TS = 6

90 V Predicted Performance

~80

06

0 050

- 40

0 10 No FFT; NR =32
1.

a.
z0

10 */ ~s..No FFT; NR =16

- .5

.01
0 1000 2000 3000

Target Doppler Frequency (Hz)

Figure 4-8. Clutter Map/CFAR Performance Curves
(Noise & Ground Clutter Environment)

4-30



99. 99
Fixed Threshoid
Predicted S/N z30 dB: S/C =-35 dB

99.9.

- 99.8""

99. r,-

99-

98- Fixed Threshold

Predicted S/N 10 dB: S/C =0 dB

90

~ 80 Fixed Threshold

Predicte S/N =0 dB. S/C = -35 and 0 dB

0

0

Fixed Threshold

S/N =-10 dIB: S/C =-35 dB

16 Range cells averaged in CFAR (16 each side of Target Cell)
.5- 6 Samples averaged in clutter map

1 Swerling I Target

0 002000 3000
* Target Doppler Frequency (Hz)

Figure 4-9. Clutter Map/CFAR Performance CurvesL1  - (Noise & Ground Clutter Environment)

4-31

h.
L



99.99

I M2target
99.9 Center frequency of storm 0 Hz

Spectral width of storm 183. 49 Ha

99.81 ie Trs

9.5-Fixed Threshold RaWeathert: m/h
98PrdPced Ite

90" Fixed Threshold Rain Fall rate: mm/hr

98FPeixtedThehd Ranalrae 0m/h

80 Predicted

70.

-o bO-

0

S301

.0.

0

S/N= 10 dB

5- S/Cs -35 dB

18 Hiz Ground Clutter

01

-0 1000 2000 3000
Target Doppler Frequency (Hz)

Figure 4-10. Clutter Map/CP'AR Performance Curves
(Noise, Ground Clutter, Weather Environment)

4-32



99.99

99. 9

- 99.8

99. S
Fixed Threshold

99 PeitdN ete

98

Fixed Threshold

90Prdce
__________________Predicted

Rain Fall Rate: Fixed Threshold

Rain Fall Rate: 20 mm/hr.
c 70
0

u 060

S50
0

40

30
.0

- .0
0

10
S/N 10 dB
S/C 2 -35 dB

5 . I M2 target

Spectral Width of Ground Clutter: 18 Hz (.5 rn/sec.)
Spectral Width of Storm: 183.49 Hz (~- 5 rn/sec.)

2 Center Frequency of Storm: 945 Hz (-50 knots)

.2

.01

0 1000 2000 3000

Target Doppler Frequency (Hz)

Figure 4 -11. Clutter Map/CFAR Performance Curves4
- (Noiae, Ground Clutter, Weather Environmeunt)

4-33



b. Low-velocity targets or targets near a blind speed are lost or severely

degraded by the MTL Several things can be done to improve this

situation.

s Implement a range-gated MTI, such that clutter is sensed in each

range cell and the MTI activated only if the clutter amplitude is

significant.

a Implement a staggered PRF MTI to minimize blind speed effects.

• We have considered two MTI eonfigurations here: the three-pulse

MTI and the narrow notch MTI. The three-pulse MTI is much better

than the other in clutter rejection but worse in the rejection of low

velocity targets. Neither is really optimum for the assumed target

and clutter environment. Further study is needed to determine the

design of the optimum MTI for this processor.

c. The curves presented do not include the effect of strong point clutter on

target detection. Thought should be given toward refining the simulation

to include this D. C. clutter component.

d. The simulation effectively handles Swerling I targets based on one hit

only. Non-coherent integration and the capability of handling other

Swerling targets should be included as future refinements to the

simulation.

e. At present, the rain model is reasonable for zero center frequency

cases and cases where the center frequency of the rain storm is large

compared to the spectral width of the rain. Some thought should be

given toward refining the model to include intermediate cases.

-i
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SECTION 5. HARDWARE CONFIGURATIONS AND TRADEOFFS

5. 1 Introduction

Having, in the preceding section, C -,termined the requirements on the

FTS processor, we are left with the task of translating it into a hardware

design. There is a variety of choices of processor architecture available.

This section discusses the choices, their hardware requirements (in terms

of components), software requirements, and degree of development necessary

to fit them to the EAR needs. All of the approaches discussed here can meet

the system requirements; the choice is then to be made on the basis of

relative cost and design flexibility.

5.2 Input Interface

The A/D converters of the signal processor convert the bipolar video

radar returns (of the Inphase and Quadrature channels) to a suitable binary

format for digital proceasing. These converters (existing equipment) are

Computer Lab Model HS-905 9-bit converters. They will be operated in the

EAR at the rated (sample) 5 MHz rate with a dynamic range of + 1024 MV.

The output format is an offset binary code where

1 1 1 11 1 1 1 1 denotes + 1024 MV

1 0 0 0 0 0 0 0 0 denotes 0000 MV

0 0 0 0 0 0 0 0 0 denotes - 1024 MV

The A/D converter outputs and the input code commands are transferred
to and from the Digital Moving Target Indicator (DMTI)* logic through a

- digital buffer unit consisting of digital differential line drivers and receivers.

The output from the A/D's can bypass the DMTI (upon command) and input

directly to the FTS processor.

- * This refers to the existing DMTI, rather than to any new sliding window
DMTI which might be implemented as part of the FTS processor.
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5. 3 Arithmetic Precision and Dynamic Range Considerations

The existing 9-bit. (8 bits plus sign) A/D converters define the dynamic

range capability of the processor; allowing 2 or 3 bits to define the rms noise

level leaves 5 or 6 bits for target amplitude variation, implying that the

maximum signal-to-noise ratio that the processor can handle linearly is

30 to 35 dB. The ratio between largest linear signal and smallest detectable

signal can be greater than this, however, since the coherent integration due

to the FFT will allow signals weaker than the input noise level to be detected.

For example a 64-point FFT produces 18 dB of S/N gain; for a 13 dB output

S/N (consistent with reasonable probability of detection and false alarm rate),

the input S/N is -5 dB.

We can expect strong point clutter to sometimes exceed the linear

range of the processor. It is important that this overload be handled in the
right way. The limiting should be defined in the IF circuitry of the radar,
before the I and Q phase detectors. If the A/D converters themselves are

allowed to be overdriven, undesirable non-linear effects will take place

(i. e., clutter harmonics being generated in higher frequency doppler bands)

which can seriously degrade system performance. With limiting handled

correctly at IF, the clutter map circuitry in the FTS processor can eliminate
the clutter point from the output.

Although the processor input is 9 bits, the number of bits within the

processor grows by integration. This fact plus practical considerations

relating to the bit specifications of available integrated circuits dictate that

internal arithmetic be carried out to 16 bits, although FFT coefficients

and sidelobe weighting coefficients need not be carried higher than 12 bits.

5.4 Input Weighting

The weighting function is multiplied by the complex input data stream

before it is stored (as a block of N samples per range gate) in the input

buffer. The input data is generated as an offset binary code. For efficient

multiplication it must be converted to a 2's complement representation. The

- weighting coefficients are stored as 12-bit numbers; every 200 no two
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10 x 12 bit multiplications are performed with the resulting output rounded

to a 10-bit V's complement number before storage in the buffer.

5. 5 Input Buffer

The input buffer must be sized to handle the maximum number of range

bins times the number of points in the FFT. Flexibility requirements dictate

that the number of points be variable. Then we will need to vary the number

of range cells that can be processed as well if the buffer size is to be constant.

Each range cell generates a 20-bit word (10 bits each for I and Q channels).

Then for example if we consider 768 range gates (bins) the maximum, and

the minimum transform size as 16 points, then

768 range gates x 16 points

384 range gates x 32 points

192 range gates x 64 points

96 range gates x 128 points = 12, 288 words x 20 bits

48 range gates x 256 points

24 range gates x 512 points

12 range gates x 1024 points

We choose the closest binary value, 16,384 words x 20 bits or 327,680 (this

excess will provide for storage of intermediate values when performing the

Fast Fourier Transform). The binary approach to varying the range gates

also keeps the control mechanism of the input buffer simple when writing

into or reading out of it.

Since the PRF is 5 kHz, the time between samples is 200 psec. For

the 16 point transform the memory map appears as, (with the time to collect

the data)

r1 r 2 . . . . . . . . . . r 7 6 8  I

16 Samples x 200 ws 3.2 ms

rI r2  r76 8  .

768x .2 =153.6 4s
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Althuough the buffer size is constant, the time to fill up a buffer is related

to the number of points in the transform as follows:

768 range gates x 16 points = 3. 2 ma

384 range gates x 32 points = 6.4 ma

192 range gates x 64 points = 12.8 ms

96 range gates x 128 points = 25.6 ma

48 range gates x 512 points = 102.4 me

24 range gates x 1024 points = 204.8 ma

There are two possible techniques which can be used for the input buffer.

5.5. 1 Double Buffer Concept

After weighting, the digitized I & Q data is stored in one buffer while

the second batch of data is fed into the FFT. This is depicted below and

requires twice the memory size or 2 x 16, 384 words x 20 bits 655, 360 bits.

Samples

Wf Buffer

I & Q Video Range To.., T o FFT

Buffer
#2

The advantage of this technique is the simplicity of control; the disadvantage

is that of requiring twice the memory size. Further detailed examination of

- the read/write speed required for this memory and its implementation is

necessary. The Bipolar memory at this speed (5 MHz) comes in 1024 x I size and

- we can package 40 IC's on one card, or about 2K words x 20 bit on a single

8 x 10 inch PC board, for a total of 16 cards for the full 32K double buffer.

- Another approach is to multiplex the data into a high-speed buffer

(thus widening the word size) and transfer the wider word into a slower

speed MOS memory. The output from the weighting network is that of a
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10-bit number every 100 ns. If we distribute this by multiplexing into two

sets of ten 10-bit registers at the 100 no rate and then transferring one set

into a slower M06 memory (100 bit word width), we can perhaps have a less

costly solution than using all high-speed memory.

5. 5.2 Single Buffer With Corner-Turning Memory

This technique is a single buffer concept for storing the batch samplesI
which are fed to the FFT. The basic corner-turning idea depends on the fact

that, as data is read out of the memory, space is made available so that

other data can be written in. At the end of a read/write sequence however

the pattern of data (i. e., the address locations corresponding to a given

range cell/sample point) has changed. The new pattern is however known to

the sequence control program, and the whole process is repeated with a

new set of addresses, leading to still a new pattern. An so on. Hopefully,

in not too many repetitions the original pattern will repeat itself.

An investigation was made of the corner-turning pattern sequences

involved for the projected memory. It was soon realized that the requirement

for flexibility made the addressing problem involved in corner-turning

hopelessly complex. Although for certain special cases simple pattern

repetitions might be possible, it was certainly not true in general. A

judgment was made that the complexity of the address generating circuitry

would be sufficiently high in a flexible corner-turning memory so as to

outweigh the saving in memory involved as compared to the double buffer.

5.6 Fast-Fourier Transform (FFT) Implementation

-- 5.6.1 General Structure

The well-known FFT algorithm efficiently carries out the Discrete

- Fourier Transform operation described by the following equation:

N-1

& F(k) 9 (n)-e -i, (5-1)

nf0
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whe re N number of points

* (n) = complex sample corresponding to nth point

k = filter number

F (k) complex spectrum amplitude of kth filter

The FFT process by which the above equation is partitioned to

minimize the necessary computations is abundantly described in the literature.
NSuffice it to say that the FFT requires about -F log Z N complex arithmetic

operations. The basic element of the FFT is the fundamental "Butterfly"

operation which performs the necessary complex multiplications and

summations, as shown below.

A A'

BB

-je
e

A = IA + A (5-2)

B = IB + j QB

-j = cos 9 - jinO

I = In-phase component

Q = Quadrature component

IA + IB cose + QB sine) + A + (QB cos0 - B sine)

Figure 5-1. Butterfly Representation

Note from the above equations that the requirement is for 4 multiplication

operations and 6 add/subtract operations. The four multiplication operations

are:

IB x cos0, QB x cose, IB x sin e, and QB x sin 0  (5-3)
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The six add/subtract operations are:

Partial Sum #1 = I B coo e + Q B ei (5-4)

Partial Sumn #Z =QB co I 'B sin 6

I A+01I I -# Q A+ #2, Q - #2

Diagraniatically, the above mathematical process is represented as:

-coo

i n B 8QB CosO B sin8

+ +A

A' (real) B' (real) B (imag) A(mg

G Multiplier

Adder/Subtractor

-Figure 5-2. Physical Representation of Butterfly
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Examining the above diagram, we see that the Butterfly structure can

be divided, in a hardware organization sense, in two ways--vertical slice

or horizontal slice.

Two kinds of vertical slice organization are diagrammed below. There

can be either two types of cards--Type I and Type Z--or all Type I cards

with one of the adders not used in half of the cards.

Type I Type 2

There can be three kinds of horizontal slice cards as shown below.

Or we can get along with only Type 1 and Type 3, leaving out adders when

a Type 2 is required.
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Type 1

Type 2

Type 3

5.6.2 Candidate FFT Approaches

Three general approaches to the FFT hardware design will be considered

and compared. Two of them are basically existing Raytheon designs, although
4 they must be modified and reprogrammed to fit the EAR requirements. These

- are called the Universal FFT (UFFT) and the General Purpose Signal

Processor (GPSP). A third design is built around the use of common
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processing elcmcnts tied together by a data distribution bus. Although

potentially of high performance and flexibility, this approach requires more

engineering development than the other two.

Still a fourth approach, rather specialized and somewhat out of the

main stream of this study, involves the use of an existing Government-owned

FFT. The characteristics of this processor and the problems involved in

interfacing it with the EAR are discussed in Appendix B.

5.6.2.1 The Universal FFT

The UFFT design (Raytheon Equipment Division) is representative

of the vertical slice approach, with two type of cards. The design is based

on a 2-bit recirculation (i. e., 2-bit multiplier and 2-bit adder) to provide

the final result. The clock rate is 8 MHz (125 no) with 8 passes through the

multiplier/adder (8 x 125 ns) to provide a complete butterfly in I 4Lsec. A

recent modification to this design has enabled a clock rate of 13. 3 MHz

(73 ns), speeding the butterfly up to 600 no. The design as currently

implemented includes the scratch pad RAM (for immediate storage of the

two-bit partial results) and the control cards for a total of 12 cards

(8- x 6").

5.6.2.2 The General Purpose Signal Processor

Another approach to the FFT implementation is the GPSP design

(Raytheon Missile Systems Division). This implementation provides a

butterfly in 200 ne, using a pipeline construction. This architecture, shown

in Figure 5-3, is a modification of the horizontal slice approach. This

approach requires a minimum of 50 cards.

5.6.2.3 The Common Element Approach

Another approach is to develop a common processing element (a micro-

processor) which can do all of the necessary FFT operations for a certain
number of range cells. As more range cells are needed, more common

elements are added to the bus-interconnected system. This approach has a

- ¢high degree of modularity and flexibility. It is diagrammed in Figure 5-4.
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-NORMALIZE NORMALIZE
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ADDER/SUB ADDER,/SUB

ADDER/SUIB ADDER/SUB ADDER/SUB ADDERSUB

OPUT OUTPUT

Figure 5-3. Programmable (Pipeline) Signal Processor
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Data
Memory A

C ommon Common Common
Element Element . - Element

Figure 5-4. Distributed Signal Processor

The rationale for this scheme derives from the fact that in the FFT

the I/O time is small compared to computation time. The common element

approach also has this behavior. The processing time per range gate versus

the number of points in the transform is given by the equation,

processing time = number of points (n) x log 2 n x time per Butterfly (tBF)

The I/O time as a function of the number of points (n) is given by the

equation,

I/O time n x 2 x time for I/O cycle (ti/o) (5-5)

*A third quantity of interest is the number of common elements

necessary to perform the FFT process (as related to the Butterfly time)
as a function of the number of points, and is found from the following:

number of range gates/element = pulse repetition interval (time) x n
numer processing time for a single element (5-6)

number of elements = number of range gates in system (57)
number of range gates/element

A plot of processing time versus the number of points in the transform

with tBF as a parameter is shown in Figure 5-5. A plot of I/O time versus

the transform size is shown in Figure 5-6. The two plots used together can

show the ratio of I/O time to processing time for the FFT. For a 4 jAsec

Butterfly time and a 60 ns cycle time of the memory:
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I/O Time
No. of pts a I/O Time Processing Time % =Time

No o paProcessing Time !

16 1. 92 Lis 128 us 1.5%

32 3.84 Lis 320 Ws 1.2%

64 7.64 us 7 6 8 us 1.0%

- 128 15.3 us 1792 us 0.85%

256 3 0.72 us 4096 Ws 0.75%

512 6 1.44 "s 9216 us 0.67%

1024 122. 88 Ujs 20480 "s o.6%

Using the common element approach to perform the FFT process then for

768 range gates, a PRF of 5 kH. and a 16-point transform then:

number of range gates/element - 200 sec x 16 25 ranges gates/element (5-8)128 J~sec =25rnegae/eet(-8

768 range gates
number of elements = 25 range gates/element - 30.72 = 31 elements (5-9)

Using high-speed microprocessor techniques, one element can occupy

one card. This approach if it can be properly realized in hardware, can

represent a significant saving in total hardware.

5. 7 Signal Processing Hardware Requirements

This section summarizes the hardware requirements as a function of

(a) The processing approach (GPSP, Common Element, UFFT/CPE*), (b)

the number of range gates processed, and (c) the number of FFT points

processed. The various functions which need to be performed by the EAR

Processor are:

(a) Input Buffering (e) Range Averaging CFAR

(b) Weighting (f) Frequency Averaging CFAR

(c) FFT (g) Thresholding

(d) Magnitude Determination (h) Clutter Mapping

iTh CPE, or Common Processing Element, approach is a microprocessor-*Th

based technique developed at the Equipment Division for handling CFAR-type

functions. It has been used in conjunction with the UFFT.
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The GPSP and CE (Common Element) approaches can do all of these

except (a) and (h). The UFFT does (b), (c) and (d). The CPE does (e), (f)

and (g). (a) and (h) are basically memory card requirements with some

processing (of the CE or CPE type) also needed in (h).

The way in which the various functions are handled by each of these

approaches is illustrated in the functional block diagrams of Figures 5-7,

5-8, and 5-9. The functions are not explicitly shown in the Common Element

Diagram (Figure 5-9) since all elements are basically the same, and are

reprogrammed as needed to fulfill the necessary functions.

For each approach, relationships exist between the number of cards

needed for each function and such system parameters as number of FFT

points and number of range cells. These relationships are set down below;

they are derived from known and estimated characteristics of these

processors. Memory and clutter map requirements are common to all

approaches and are discussed separately later.

- Symbols

N = number of FFT points processed

R = number of range cells

I = number of operations/second

T1 -scan time4)

B number of FFT butterflies

C = number of cards (40-60 IC's each)

T = processing time = 2 x 10" 4 N seconds for a 5 kHz PRF

INT = stands for "integral part of"

5.7.1 The Common Element Approach

- 5.7. 1. 1 Weighting

Requires operations as follows: (per range gate)
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Weighting Process Operations

LOAD Q term in Latch I
MPY Weighting 12
STO Q term in place I
LOAD I term in Latch I
MPY Weighting 12
STO I term in place 1

Insert Butterfly process

MPY Weighting (2nd term of Butterfly - I) 12

MPY Weighting (2nd term of Butterfly - Q) 12

Index Weighting Address 1

"I ,;tal 53 operations

The total time for a block of N samples at a 5 kHz PRF is

T P 2 x 10-4N seconds. Then for R range gates, the operations/sec. IW

required for weighting is:

IW  = 53R/T = 265,000 R/N (5j10)

5.7.1.2 FFT Processing

The total number of Butterflies B per range cell is:

B log2N 1.66 Nlogl 0 N (5-11)

The operations per Butterfly are tabulated below:
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FFT Process (Operations) Operations

Using a 16 Sample Batch as an Example

LOAD 18 in Latch ; Latch I

MPY Coso 0 8 cos in Accum 12

STO Temp I , Temp I = 18 cos 0 1

MPY SinO ; 18 coo 0 in Accum 12

STO Temp2 ; Temp 2= sin 6 1

LOAD Q8 in Latch ; Latch I

MPY Coo 8 ; coo 0 in Accum 12

, STO Temp 3 ; Temp 3 Q8 coso 0 1
MPY SinO ; Q8 sin 8 in Accum 12

- ADD Tempi ; Accum= 18 coo 0 + Q8 sin 9 1

STO Temp I , Temp I 8 coso +Q 8 sin 0 1

LOAD Temp 3 ; Latch 1

SUB Temp2 Accum Q 8 cos 8 1 8 sin 0 I

STO Temp2 ; Temp 2 Q 8 cos 8- 18 sin e 1

LOAD I0 ; Latch 1

ADD Temp 1 ; 1: 0 + (18 co 0 + Q8 sin 0) I

STO 10 ; Store in original location I

SUB Temp I ; 0 now in Accum I

SUB Temp 1 ; Accum = I0 - I8 cos 0 + Q8 sin 0) 1

STO 18 ; Store in origiial location now I I

LOAD Q Q in Latch I

ADD Temp 2 ; Accum =Q0 
+ (Q8 coso 0 8 sin 0) 1

STO Q ; Store in orig'nal location now Q' 1

SUB Temp 2 ; Q 0 in Latch I

SUB Temp 2 ; Accum = Q (Q 8 cos - 18 sin 9) 1

STO Q ; Store in original location now Q 1
Index 10 1

Index 1
Index 18 1Index Q I

1 
Total 74 operations

5-21

..pI
.t .



As above, we find the total operations as follows:

F  74 ops x BR 6.14 x 105 R logi 0 N (5-12)butterfly TpN

5.7. 1.3 Magnitude Processing (per Range Gate)

The magnitude calculation is based on a 3-level approximation algorithm

which performs the magnitude calculation based on the values of I & Q from the

point of the output of the FFT process. This algorithm prodces an output with

a peak error no worse at any point than 3. 1% of the correct I _+ QZ value.

Both a table of operations and a flow chart of the magnitude processing

algorithm are shown below.
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Magnitude Process Operations

LOAD I ; lin Accum I
SUB Q ; I-Q in Accurn I
BMI SWAP ; I<Q? 1
LOAD I 1
STO Temp 1 ; store larger I
LOAD Q I

LARG: STO Temp 2 ; store smaller 1
SHR ; shift right I
SHR ; divide by 4 1
ADD Temp 1 1
STO Temp 3 1
LOAD Temp I I
SHR I
STO Temp I ; C/a 1
SHR 1
ADD Temp I I
STO Temp 4 ; 3/4 C I
SUB Temp 2 ; 3/4 C-D I
BMI EIT ; D>3/4 C I
LOAD Temp I ; C/2 I
SUB Temp 2 ; C/2-D I
BMI THTO ; D 2C/Z 1
LOAD Temp 3 ; Load magnitude 1

FINAL: STO in ; store in I I
EXIT 1

SWAP: LOAD Q ; Q in Accum I
STO Temp I ; store larger I
LOAD I ; load smaller I
BR LARG ; return 1

EIT: LOAD Temp 2 ; load smaller (D) I
SHR I
SHR 1
SHR ; divide by 8 1
ADD Temp 3 ; mag + D/8 1
BR FINAL I

TFITO: LOAD Temp 2 ; load smaller, D 1
SHR 1
SHR I
SHR I

I SHR 1
SHR ; divide by 32 1
ADD Temp 3 ; mag + D/32 I
BR FINAL I

EXIT: Index I I
Index Q I

Worst Case Total 34 operations
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The magnitude operations per second are independent of block size,

and is given by:

IM  = 34 NR/(T N) = 170, 000 R (5-13)

5.7.1.4 Range Averaging CFAR

The Range Average processing is based upon summing 16 range cells

before the range cell of interest and 16 summing range cells after the range

cell of interest. A range cell space is inserted on both sides of the range

cell of interest and the two sums. A tabulation of operations follows:

Range Average Process Operations

BR No op ; if count less than 16 1

LOAD S 1

SUB R In
ADD R 1

STO S ; late sum 1
n

CMP Sn.19  ; compare both sums I

BR LARG 1

LARG: LOAD SUM ; load larger sum I

SHR I

SHR 1

SHR I

SHR ; divide by 16 1

STO THRESHOLD ; store in threshold I

INDEX S I
n

INDEX S I
n- 19

INDEX Rn+ 16 1

INDEX COUNT ; total number of range gates I

BR COUNT GREATER I
Total 20 operations

Operation rate here is given by:

1RA = 1000,000 R
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5.7. 1. 5 Frequency Averagihg CFAR

This is basically a broad-band interference reduction technique. It

is accomplished by summing the magnitude from all the filters of the output

of the FFT Process and dividing by the total number summed. Tabulating

ope rations:

Frequency Average Operations

(for a 64 point transform)

LOAD f0

ADD f 1

10

ADD f 6 3  , Accumulate 64 terms 1

SHR SUM 1 1
SHR SUM ; 1
SHR SUM I I
SHR SUM I l
SHR SUM ; divide by 64 1
SHR SUM 1
CMP THR ; compare to threshold I
STO LARGER I

Total 72 operations

Operation rate IFA 6875R

5.7. 1.6 Thresholding

This operation is based upon the following computation: four
thresholds are compared (clutter, range average, frequency average and

minimum threshold), the largest is selected and multiplied by a CFAR
constant, then compared to the magnitude of the range gate of interest.

Threshold Process Operations

LOAD Clutter I
CMP Range I
BR Larger I
CMP Freq. 1
BR Larger I
CMP Min. I1

BR Larger I
MPY CFAR Constant 12
CMP Target I
FORMATTING 20

Total 40 operationsK..1 /oo 0,000 H/N
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The total of all of the above operation rates is given by:

ITOT = R C 2 7 6 , 8 7 5 + t0 + 6.14 x 105 log ND (5-14)

- Given a card implemented with high-speed micrologic which is capable

of processing 16.67 MIP (16.67 x 106 = I), the number of cards required

for all operations is:

C = INT T + 1 (5-15)

16.67 x 106

Since one card is needed for control, etc.

5 . 7.2 The GPSP Approach

Since this is an existing design whose properties are known, we do

not need to approach it analytically as above. We simply note that 50 cards

as a unit can process 107 butterflies/sec., as well as handling the other

needed operations. But the required number of butterflies/sec. is:
B3

BEQ - = 8.3x lO RlogN (5-16)
p

The GPSP can only be used in modules of 50 cards. So the card count here

is given by:

CG P - [0 INT (BRQ107 )

- 50 [INT (8.3 x 10- 4 R log N) + I] (5-17)

S.7. 5 T[he UFFT/CPE Approach

6
For the UFFT, 12 cards process 1.67 x 10 butterflies/sec., so as

C 1 2IT49x1-
~U FFT R ILN k9x1 Rlog N + IJ+ 2 (5-18)

(The 2 represents array multiplier cards needed for weighting.)
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The CPE total instructions per second are:

1 'f.)j IRA + IFA 1 T.H (calculated as in 5.7. 1)

-R L106,875 + 200L000 J (5-19)

6
Since the CPE processes 3. 3 x 10 operations/sec., and requiresabout 1

CO- 1rtol c .rd for 'ach six processing cards:

INT 33 6/ + INT + 2 (5-20)C PI,; 3 3 X1062 XI107

The total card count for the UFFT/CPE approach is the sum of

C and C~UF FT CPE'

S. 7. 4 The Input Buffer

The moemory requirement is given by:

m -. R x N x 2 (for I & Q) x 2 (for double buffering)

- 4RN words

Assume that the most that we can put on one card is 2048 words

(16-bit words, 1024 x 1 memory IC's, 32 memory IC's per card plus some

control circuitry). Then the number of buffer cards needed is:

CIB INT (R ) + 1 (5-21)

5.7.5 The Clutter Map

Assume 50 angle cells (1000 scan in 20 steps) and R range gates,

with 16 bits of averaged clutter amplitude information stored per cell.

(This is probably too much, and will lead to a conservative estimate. ) Then

with 2048 words stored per card, the number of cards needed for clutter

map memory alone is:

CCM - INT ( OR + 1 (5-22)
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The clutter map calculation, for a decaying exponential clutter

memory, will follow this algorithm.

SI : K S + I RI where K = l-' (5-23)

Where R. is the clutter amplitude of a newly arriving sample, S n is the

stored clutter sum, and K is an exponential weighting constant. The

operations are tabulated below:

Clutter Map Process Operations

LOAD S ; old value In

SHR ; divide by 64 1

SHR I 1
SHR ; 1
SHR ; 1
S HR , 

1

S HR ; 1

SUB S ; old value 1
n

ADD R. ; add magnitude of range cell I

STO SIn  ; new value of S n 1

INDEX ; update for new sum _.

Total 11 operations

The map processing load is a function of the scan time To (nominally

0. 5 sec(ond).

I 50 angle cells x Rr e  x 11 /0.5 sec. (5-24)ICM PROCragcel p

1100R ops/sec.

Assuming that the CPE approach (3.3 MIPS) is used for implementing this

.algorithm, we have approximately:C N ( 11O ) 1(-5i CCMRO C  INT 1 IOOR

CMPROC 3. x 106 +

S.7.6 Other--The Synchronizer

Six (6) cards are assumed for the synchronizer, common to all

approaches.
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5.7.7 Hardware Comparisons

A comparison of hardware cost alone (and we can consider this as

being proportional to total card count) is of interest in that it is a measure of

the relative cost of signal processors beyond the first model (within which

are concentrated development and software costs). Figure 5-11 gives an

example of the relative "cost" measured in cards, of a processor with

N z 64, for varying range cell number, and for the three processor

approaches considered here. The Common Element approach appears

consistently to cost less, although not always by a significant amount.

These curves have been plotted from the equations presented in the

preceding paragraphs. Another useful way of looking at these results

appears in Figure 5-12; here we consider the situation of a constant cost

system (C -- 100), and examine what performance is available (measured

by range gates R and points N) using the three approaches. Again the

CE approach has a slight edge except where the number of range gates

becomes of the order of 1000 or more, where the GPSP appears to gain

an advantage.

5. 8 Development Requirements

5.8.1 Software

The various operation sequences tabulated in the preceding paragraphs

do more than place a demand on the hardware in terms of operations per

second. They are programs, and must be written and debugged for all of

the approaches considered. Summarizing the lines of code that need to be

programmed:

Input Weighting 9
FFT Operation 30
Magnitude 45
Frequency Average 72
Clutter Threshold 111 Range Average 20
Thresholding 40

227
Multiply Subroutine 14

50% Margin 120
Total T lines

x 4 each line equivalent to four
S144U 16-bit lines
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Assuming that each fully documented and debugged line represents the

expenditure of 1 engineering man-hour, the total software cost for all

approaches is about 200 man-days.

5.8. Z Other Costs

(a) Hardware Development: Even when card designs exist, they

must be packaged, interconnected, furnished with power supplies and

controls, etc. For the Common Element (CE) approach, the card designs

are new and muist also be accomplished.

(b) System Design and Test: This includes working out many

system design details, writing appropriate unit and interface specifications,

and testing the finished unit (which usually also implies the design of

special testing hardware). This also includes documentation of the

finished unit.

The hardware cost data of the preceding section was developed in

terms of equivalent "cards". Most of the development fixed costs are

basically engineering manpower costs. So as to be able to use the original

curves without modification, conversion factors are used to relate "cards"

to man-days. Using the neutral "card" unit seems permissible because

relative costs are of prime interest here. Also, using dollars can be

misleading because of inflationary factors. The basic equivalence is 1

tested card = 8 engineering man-days.

Summarizing the fixed development costs for the three approaches

(and it must be realized that because no design detail is available, these

estimates are very rough):

Hardware Equivalent
Software Design Systems Total Cards

GPSP 200 m-days 120 m-days 300 m-days 620 m-days 80

UFFT/CPE 200 120 300 620 80

CE 200 500 400 1100 135

We can combine the variable hardware costs with the fixed

development costs to form the curves of Figure 5-13 and 5-14. Note that

the GPSP looks more attractive here, because of the higher development

- ,cost associated with the CE approach.
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SECTION 6. CONCLUSIONS AND RECOMMENDATIONS

6. 1 The elements of a CFAR signal processor have been defined and

described in some detail. It is clear that the coherent processing offered

by the FFT will improve radar sensitivity, and that the CFAR circuitry

suggested here- -range-cell averaging, clutter mapping--should suppress

common types of false target sources.

6.2 The limits on processing will be set ultimately by cost. Some

insights have been gained into the relative costs of various processing

approaches, as well as the relationship between cost and performance

parameters such as number of pulses coherently integrated and number of

range cells handled.

6.3 Further refinement of the analysis would be desirable. This is

particularly true in the following areas:

(a) MTI: We have investigated only two MTI approaches: three-pulse

MTI and narrow-notch N-pulse MTI. Neither is felt to be optimum for the

EAR environment.

(b) Clutter-map parameters: More data would be desirable on the

effect of clutter-map parameters (i. e., the number and "age" of clutter

samples averaged and stored) on system performance.

(c) Quantization: Although the present results are good enough to be

used with the present 9-bit EAR A/D converter, no analysis exists to tell

us whether anything would be gained if (at some future time) it were decided

to increase the number of bits in the processor.

(d) Coherent versus Non-Coherent Integration: For a given beam

position dwell time, there is an interesting trade-off to be examined between

coherent integration (FFT) and incoherent integration, with the possibility

of rf frequency changing between coherent pulse groups taken into account

- 6-1
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as a means of reducing target fluctuation losses. This tradeoff affects

sensitivity; the effect of such integration changes on CFAR performance,

which is more complex, also needs to be taken into account.

6.4 In the hardware area, it is clear that, although a substantial beginning

has been made, the level of detail is insufficient for a design to be initiated.

But we have identified three usable processor techniques (CE, GPSP, and

UFFT). The Common Element (CE) approach is the newest, and as a result

entails more development cost. B ut it has the promise of least ultimate

hardware cost, as well as being an inherently modular design, with great

flexibility in terms of both re-programmability and growth to more range

cells/samples. A development program can be visualized which starts out

modestly with the development of only one Common Element module, upon

which various processing algorithms can be exercised. Ultimately, the

modules can be replicated in sufficient quantity to form a total processor of

whatever capability is desired.
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Program CFAR Page I of 12

PROGRAM CFARC INPUT, OUTPUTP TAPE5-INPUT TAPE6-OUTPUT P TAPE2)
C
C PROGRAM CFAR WRITTEN FOR P*CORNWELL DY C*S*COREYr APRIL 1976
C
C
C INPUTS
C
C NPTS-NUMSER OF POINTS IN FFT
C RHOG-GROUND CLUTTER CORRELATION COEFFICIENT
C NRCELLS-NUMBER OF RANGE CELLS
C WMDL-WEATHER MODEL 01 OR WEATHER MODEL 02
C NTI-TURNS MTI FILTER ON OR OFF
C NTIMDL-MTI MODEL 01 OR MTI MODEL*2
C THMDL-THRESHOLD MODEL 01 OR THRESHOLD MODEL 02
C NCLMAP-NUMDER OF POINTS IN CLUTTER HAP
C STNDD-SIGNAL TO NOISE RATIO IN DO
C STSCDD-SIGNAL TO GROUND CLUTTER RATIO IN DR
C A-WEIDULL SLOPE PARAMETER
CT
C IWOT-TURNS WEIGHTS ON OR OFF
C 91989-SPECTRAL WIDTH OF GROUND CLUTTER
C 8IO8W-SPECTRAL WIDTH OF WEATHER CLUTTER
C O-TURNS GROUND CLUTTER MODEL ON OR OFF
C NM-TURNS NOISE MODEL ON OR OFF
C MM-TURNS WEATHER MODEL ON OR OFF
C NUWI-MEAN WEATHER SIGNAL TO LEFT OF CELL OF INTEREST
C MUW2-HEAN WEATHER SIGNAL TO RIGHT OF CELL OF INTEREST
C FW-CENTER FROUENCY FOR RAIN STOR04
C MUWO-MEAN WEATHER SIGNAL CELL OF INTEREST
C KCLUT-CONSTANT CLUTTER FLAG
C 9TKCLDD-SINAL TO CONSTANT CLUTTER IN D
C NDAR-PARANETER FOR TAYLOR WEIGHTS CALCULATION
C ATAY-PARAMETER FOR TAYLOR WEIGHTS CALCULATION
C ITATTN-PLOT OPTION FOR CLUTTER MAP THRESHOLD ATTENUATION VS.
C FREGUENCY PLOT
C IATTN-PLOT OPTION FOR GROUND CLUTTER ATTENUATION VS. FREQUENCY PLOT
C HORCFAR-
C
C

LOGICAL MTIeGMPWM.KCLUTPIWGTPNM ITATTNIATTNPORCFAR
C

REAL NUT'MUNvMUCLPKCLTSPKCLvMUCLFMUWOPMUWlPMUW2

INTEGER CHIECKPWMDLPTHMDLPWFLAO

C
,,! DIMENSION WOTS(64)PR(66p66)PD(66v66)PPZ(66p66)p

!1 DT(66#66)PPZTEMP(66p66)PPZTIL(64t64)PC(64#64)PCT(64p64)t

2 PW(6464)PCP(64p64)PD(6464)SIGCG(64)pSiGWOG(64)SIOGHBG(64)
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Program CFAR (Continued) Page 2 of 12

C
EQUIVALENCE (CT,3TCPPATTNTATTNTISTID3).(DRATTND09vTATTND3)

EQUIVALENCE (DvPW)

DATA P1/3914159265/u T/2*OE-04/
DATA RHOGNRCELLSWMIDLMTI/1,0,4,1,.T./,MTIMIDLTHMDLP
1 NCLMAPPSTNDB/lvlu4,10.O/vSTGCDBuAIWOTvSIGSS/-35.Og
2 2.0,.T*vlS.0/,SISWOMvNM.WM/0.0.u.T*u.Tou.T./u
3 MUWlgNUW2,FWpMUW0/3162.Op3162.0v2500.0v3162.0/eKCLUT/.F./t
4 ITATTt4IATTNMORtCFAR/.F*u.Fou.F./

NAMELIST/INP3/MUWI uMUW2uMUWOPFW
NAMEL IST/ INP2/STKCLD9
NAMELI9T/INP1/NPTSWMDLuMTI UMTIMDLPTHMDLP
1 STND3,STOCDDAPIWSTSIG,~SISWGNMvWMKCLUTNDAMvATAY

C INPUTS

PRINT 801
901 FORMAT(/ulOXv*INPUT INPI - NPTSvWNDLuMTI,*v//pv

1 10X,*MITIMDLTHMDLPSTND3,UTGCD3,A.IWSTeSIOSG,*s//, I
2 10XP*SIG3SW,9MvNMvWNvKCLUTN3ARATAY*u/)
READ INP1
PRINT INPi

C
C INITIALIZATION4
C 4

CHECKO0
IdFLAG-0
DO 6 I-lvNPTS
SIGCBO(I)mO. .

* SIGNSO(I).00

WOTS( I )wl

6 CONTINUECI
C COMPUTE MEAN OF TARG3ET uNOIK AND CLUTTER

* NMUT-i .0
NM-MUT*10*OSS(-STNDB/10*0)

MUCL=N#T*1090**(-STGCDB/10*0)

C IS MTI MODEL TO KE COMPUTED? .
C

IF(*NOT#IMTI)GO TO 50

C IF YESP WHICH MODEL IS TO KE USEDP 1 OR 2?II C IF(MTIMDLoEGo2)SO TO 45

C NT! MODEL 1
C
C COMPUTE INITIAL COVARIANCE MATRIX ER(IPJ)3 FOR GROUND CLUTTER
C (NPTS+2 X NPTS42)
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Program CFAR (Continued) Pag 3 of 12

NPT9P2-NPTS+2
SI9OSSGSIOSG**2
TSGmT**2/29O
DO M5 1m1,NPTSP2
DO 15 J-lNPTSP2
R(IJ)-EXP( (-(2.O*PISSIS*(I-J)*T)**2)/2.O)

15 CONTINUE

- C OUTPUT CR(IPJ)3 FOR GROUND CLUTTER (NPTU+2 X NPTS+2)

C PRINT V08
909 FORMAT(//PlXv* R MATRIX FOR GROUND CLUTTER*P/)

DO 14 I.1,NPTSP2
C PRINT 902P(R(I#J)vJ-1,NPTSP2)

-14 CONTINUE
C
C INITIALIZE CD(IrJ)3 MATRIX FOR MODEL I (NPTS+2 X NPTS+2)
C

18 NPTSP2=NPTS+2
DO 20 ImlNPTSP2
DO 20 JuINPTBP2
3(1 uJ) -0.0

20 CONTINUE
DO 25 Iw1,NPT9

B(1Il+l)m-2*0
25 (I142)-1*0
2CONTINUE
D(NPTSP2-1 PNPT9P2-1 )inl 0
BCNPTSP2uNPT9P2)m1 .0

C
- C COMPUTE CB(IPJ)3 X CR(IvJ)3 (NPTS+2 X NPTS+2)

C
DO 30 I-lNPT9P2
DO 30 J-1,NPTSP2

- PZTEMP(IPJ)-O*0
DO 30 K-1,NPTSP2
PZTEMP( IJ)-PZTEMIP( IJ)43(IK)*R(KuJ)

-30 CONTINUE
LI C

C COMPUTE C3T(IJ)3
- C

DO 35 Iwl1,NPTSP2
DO 35 J-lrNPTSP2
ST (I eJ)obCJ, I)II 5 CONTINUE

j C
C COM4PUTE EP(P)-BIJ3C(P)*B(P) (NPTB+2 X NPT9+2)

4 C
DO 40 IilNPTSP2
DO 40 JPTSP2
PZ(IvJ)-00O
DO 40 K-lvNPTSP2
PZ(I.J)-PZ(IJ)+PZTEMF(IK)*3T(KPJ)

40 CONTINUE
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Program CFAR (Continued) Page 4 of 12

C
* C OUTPUT CPZ(IJ)3

C
C PRINT 901

901 FORMAT(//,lXp* PZ MATRIX NT! NOBEL 1*p/)
DO 42 IwlvNPT8P2

C PRINT 902P(PZ(IPJ)PJ.IvNPTSP2)
902 FORMT(/,IX.6E13.6e/elO(IXP6El3.6e/))
42 CONTINUE

0O TO 60

C
C IO COTAN LTE-TOS OPT
C

50 IF(*NOT*KCLUT)GO TO 57
C

* C YES-INPUT SIGNAL TO CONSTANT CLUTTER IN DO AND COMPUTE CONSTANT CLUTTER
C

PRINT 802I. * 802 FORMAT(/ulOX.*INPUT INP2 - STKCLDB*P/)
* PRINT INP2

KCLTSmIO 0*8 C -STKCLD3/1O .0)
KCL=HUT*KCLTS
MUCLF=10.0**( -STOCDI/10.0)-KCLTS

C
* C TEMPORARY STOP - AS

C
CALL EXIT

C
C NO -COMPUTE CR(IPJ)3 AND CD(ItiJ)3 MATRICES (NPTS XC NPTS)
C

57 SIBGSQwSISSGS*2
TSO=T**2/2#0
D65 I-1vNPT6

DO 65 JupWT9
R(IJ)UEXP( (-(2.OSPI*91SSSS(I-J)*T)**2)/2.0)
3(1vJ )waG* 0

65 CONTIN4UE
DO 67 I-lpNPTS
DO 67 J-1,NPTS
IF(X.NE.J)SO TO 67
S(IeJ)-1.0

67 CONTINUE
CS*****
C OUTPUT CR(I#J)2 NO CONSTANT CLUTTER

909:**S FOHT/r~* OCNTN CLUTTER R MATRIX*P,/)

DO 66 IwlvNPTS
C PRINT 902,(R(IvJ)gpJwlvNPT8)

66 CONTINUE
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CHECK-1

00 To 60
C
C NT! MODEL 2

C COMPUTE INITIAL COVARIANCE MATRIX FOR GROUND CLUTTER (NPTS X NPTS)

-45 SIGSGSGlSIOG**2
TSGoT**2/2*0
DO 69 I-lNPTS
DO 69 JnINPTS
R(IJ)-EXP( (-(2.0*PI*SI0GS(I-J)*T)**2)/2.0)

69 CONTINUE

C OUTPUT ER(IPJ)3 NT! MODEL 2

C PRINT 910
-. 910 FORMAT(//PlXS R MATRIX NTI MODEL 2*,/)

DO 71 Is1,NPTS
C PRINT 902v(R(IvJ)#J.wNPWTS)

71 CONTINUE
C
C DEFINE CD(IPJ)2 FOR MODEL 2 (NPTS X NPTS)
C

-150 DO 74 I-lpNPT9
DO 74 J.uNvPTS

- IF(I.EG*J)D(IPJ)m(1.0-1 .0/NPTS)
IF(I*NE#J)B(IuJ)m-l*0/NPTS

74 CONTINUE
C

CHECK-I

60 IF(CHECK*NE.'1)GO TO 70

C COMPUTE CPZTEMP (IipJ)3wC9(IJ)3*ER(IpJ)3 FOR NT! MODEL 2 OR NO NT!
C (NPTS X NPTS)
C

DO 75 X-lvNPTS
DO 75 JmlrNPTS

DO 75 KmlNPTB
PZTEMP(IJ)=PZTEMP(IvJ)+3(IK)*R(KuJ)

75 CONTINUE
c

- C COMPUTE C3T(IPJ)3 FOR NT! MODEL 2 OR NO NT! (NPTS X NPTS)

C-- DO 80 IwlvNP TS
DO 80 J-1,NPTS

C COPUT COARINCEMATRIX CPZTIL(I#J)3nC3(IJ)3*CR(IJ)3*CmT(IJ)3

C FO MT MOEL ORNO NT! (NPTS X NPT9)
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- DO 85 IinlNPTS
DO 35 J.IvNPTS
PZTJL(IPJ)-O.O

- DO 85 K-1uNPTS
PZTILCIuJ)mPZTZL(IuJ)4PZTEM(P(ZK)S3T(KeJ)

65 CONTINUE
C****ssss**

* C OUTPUT EPZTIL(IPJ)3 FOR NT? 14ODEL 2 ORt NO 1NTI

C PRINT 903
-903 FORMAT(//PlXi* PZTIL MATRIX NT? MODEL 2 OR NO NTI*P/)

DO 91 IluNpPTS
C PRINT 902,(PZTIL(IPJ)#JIPNPTS)

-91 CONTINUE
C

90 TO 90
C

-C COVARIANCE MATRIX AFTER NT? MODL 2 CPZVIL(IPJ)3 (NPTS X NPTS)

70 NPTBP2wffPTS+2I. - DO 72 IwluNPTS
DO 72 J-lvNPTS
PZTIL( IJ)-PZ(I uJ)

72 CONTINUE

C OUTPUJT CPZTIL(IPJ)3 AFTER MTI

-C PRINT 913
913 FORMT(//PlXt* PZTIL MATRIX AFTER.NTI*./)

DO 93 X-lvNPTS
-C PRINT 902,(PZTIL(IeJ),J-1,NPTS)

93 CONTINUE
C
C COMPUTE WEIGHTS IF DESIRED
C

90 IF(.MOT.IWGT)GO TO 95
IF(WFLAG.EO.1)GO TO 96
CALL TAYLOR( WOTSPNPTSPHRARPATAY)
WFLAO-1

C OUTPUT WEIGHTS
C*S*****

99 CONTINUEIC PRINT 921
921 FORNAT(//e1XvS TAYLOR NEISNTS*u/)

DO 149 I-lvNPTB
C PRINT 922PIPMGTS(I)

C149 CONTINUE

C DEFINE WEIGHT MATRIX CC(IvJ)3 (NPTS X NPTU)
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DO 92 IwlrNPTS
- DO 92 JinlrNPTS

C (I I) -0 *0
IF(I .EQ*J)C(IPJ).WOTS(I)

92 CONTINUE
C
C DEFINE COVARIANCE MATRIX AT FFT INPUT EPM(IPJ)3-EC(IPJ)3*CPZTIL(I.J)3
C *CCT(Iv.J)3 (NPTS X NPTS)
C

DO 94 ImlrNPTS
DO 94 J-1vNPTS
CT(IJ)inC(JI)
PZTENP(XPJ)u0.0
DO 94 KwlvNPTS
PZTEP( I vJ)mPZTENP( IvJ)4C( I K)*PZTIL(KPJ)

94 CONTINUE
DO 96 Im1,MPTS
DO 96 JinlFNPTS
PH CXj) -o *
DO 96 Kw1,NPTB
PVC IuJ)OPW(I.J)IPZTEP(IPK)*CT(KPJ)

-96 CONTINUE

C OUTPUT CPW(IPJ)l

C PRINT 920
920 FORMAT(//ulXp* PW MATRIX WITH WEIGHTS AT P'FT INPUT*P/)

- DO 97 I-lwNPTS
C PRINT 902,(PW(IpJ)rJnlNPTS)

97 CONTINUE
C

-8 OTO 100
C
C NO WEIGHTS
C

95 DO 99 IinlrNPTS
DO 99 JinlrNPTS
PH(IPJ)-PZTIL(IPJ)

99 CONTINUE

100 CONTINUE
IF(IWGT)OO TO 102

C OUTPUT PH
C**8**sss
C PRINT 904

904 FORNAT(//PlXt$ PH MATRIX WITHOUT WEIGHTS*P/)
DO 101 ImlvNPTS

C PRINT 902v(PW(IvJ)pJinlrNPTS)
101 CONTINUE

C IS GROUND CLUTTER TO BE COMUTED?
C

102 IF(*NOT*OM)0O TO 105
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C YES - COMPUTE CCP(IPK)2 AND CD(IPK)2 FOR GROUD CLUTTER MODEL
C

- DO 110 IelpNPTS
DO 110 KwlpNPTS
KUSEwK- 1
CP(IK)inCOS( (2.OSPl)/NPTS(I-l)SKUSE)
D(IvK)-SIN( (2.OSPI)/NPTSS(I-1)SKUSE)

110 CONTINUE

C OUTPUT CCP(IJ)3 AND CD(IPJ)3 FOR GROUND CLUTTER MODEL
C*********
C PRINT 914

914 FORMAT(//P1Xv* CP(IPJ) MATRIX FOR GROUND CLUTTER*P/)
DO 141 IinlNPTS

C PRINT 902r(CP(IJ)vJ-1,NPTS)
141 CONTINUE

-C PRINT 915
915 FdftAt(//;1Xv* D(rJ) MATRIX FOR GROUND CLUTTER*P/ d

DO 142 I-1,NPTS
-C PRINT 902v(D(IpJ)gpJftlNPTS)

142 CONTINUE
C

-C COMPUTE DOPPLER-DEPENDENT GROUND CLUTTER VARIANCE MODULO RANDOM
C CONSTANT WHICH IS RANGE DEPENDENT (MACH CHANNEL)
C

DO 115 KinlvNPTS
SwI-0*o
DO 116 IinlvNPTS
DO 116 J-1,NPTS
SUMuSUM*PWCI vJ)*CP( I K)*CP(JPK)+PW( I J)*D(IK)*D(JK)

116 CONTINUE
SIGCSG(K)-SUM

115 CONTINUE

C OUTPUT SIGCSQ

PRINT 905
905 FORMAT(//PlX,* 9IGCSG ARRAY*P/)

PRINT 902, (SISCSO( I) uIiniNPTB)
C
C SET GROUND CLUTTER MODEL FLAG-FALSE
C

GM- *F.
C
C IS WEATHER CLUTTER MODEL TO BE COMPUTED?
C

-* IF(WM)OO TO 125iiC NO -REINITIALIZE WEATHER PARAMETERS
C

SIOSU-0*00
MUM1-000
MUW2-0*0

MUW001-2 FWO * 0
DO 103 I-1,NPTS

103 CONTINUE

A-14
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c
C NO WEATHER TO BE COMPUTED - GO TO NOISE MODEL
C

GO TO 120
C
C GROUND MODEL IS NOT TO BE CALCULATED
C

105 IF(.NOT.WM)GO TO 130
C
C COMPUTE CCP(IPK)l AND ED(IiK)3 FOR WEATHER CLUTTER MODEL
C

DO 121 IlpNPTS
DO 121 KolNPFTS
KUSE*K-1

(CP(IK)-CO9(2.0*PIE(I-1)*(FLOAT(KUSE)/NPTS))
D(IK).SIN(2.0*PI*(X-1)*(FLOAT(KUSE)/NPTS))

121 CONTINUE

C OUTPUT [CP(IPJ)3 AND CD(IPJ)3 FOR WEATHER CLUTTER MODEL

C PRINT 916
916 FORMAT(//PlXv8 CP(IPJ) MATRIX FOR WEATHER CLUTTER*P/)

DO 143 I.lNPTS
C PRINT 9029(CP(IJ),JoluNPTS)

143 CONTINUE
C PRINT 917

917 FORMAT(//lXp* D(IPJ) MATRIX FOR WEATHER CLUTTER*P/)
DO 146 Iw1,NPTS

C PRINT 902p(D(IvJ)tJ-ulNPT9)
146 CONTINUE

C
C COMPUTE DOPPLER DEPENDENT WEATHER CLUTTER VARIANCE MODULO A CONSTANT
C WHICH IS RANGE DEPENDENT (EACH ELEMENT)
C

DO 122 KwIpNPTS
SUMO 0 0
DO 124 IwlNPTS
DO 124 JoteNPTS
SUM-SUM+PW(IPJ)*CP(IpK)*CP(JPK)+PW(IvJ)*D(IPK)*D(JuK)

124 CONTINUE
SISWSG(K)OSUM

122 CONTINUE
C**********
C OUTPUT S18WBO
CsS*ssS**

PRINT 906
906 FORMAT(//elXv* SIGWSQ ARRAY*,/)

PRINT 902p(SISWSQ(I),IulpNPTB)
C
C SET WEATHER CLUTTER MODEL FLAOGFALSE
CL F

0O TO 120
C

CC NO WEATHER CLUTTER -COMPUTE NOISE CLUTTER

A-15
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C COPUTECCP(IeK)] AND ED(19K)3 FOR NOISE CLUTTER
C

130 DO 131 I1,NPTS
DO 131 K-lNPTS
KUSEuK- I

- CP(IK)-COS( (2.0*PI)/NPTS*(I-1)*KUSE)
D(IK)-SIN((2.OSPl)/N4PT8*(1-1)*KUSE)

131 CONTINUE

C OUTPUT CCP(IPJ)3 AND CD(IJ)3 FOR NOISE CLUTTER MODEL

C PRINT 918
-918 FORMAT(//PIXP* CP(IPJ) MATRIX FOR NOISE MODEL*P/)

LDO 147 I-1,NPTS
C PRINT 902,(CP(IPJ)pJwluNPTS)

147 CONTINUE
C PRINT 919

919 FORMAT(//p1X,* D(IvJ) MATRIX FOR NOISE MODEL*P/)
DO 1483 I-1*NPT9

-C PRINT 902r(D(IvJ)rJw1vNPTS)
148 CONTINUE

C
C COMPUTE DOPPLER DEPENDENT NOISE CLUTTER VARIANCE (EACH CHANNEL)
C

DO 132 Kw~vNPTS
SUMmO00
DO 133 Iw1uNPTS
DO 133 Jin1,NPTS
SUM.SUM+PW( IPJ)SCP(IvK)*CP(JPK)+PW(IJ)*D(IvK)*D(JPK)

-133 CONTINUE
9 IONSO (K)MSUM

132 CONTINUE

C OUTPUT SIONSO

907 FORMAT(//PIXv* SloN() ARRAY*P/)
PRINT 902, (810N80(I) pI-1vHPTS)
WRITE (6 1000) MUT , UCLPKCL UNVMUCLF,
+MUw1 uNUW2rMUW0

1000 FORMAT(6X*MUTm*E20u6//6X*MUCL-SE2O .8//6X,
**KCLSSE2O.S//6X*MUNmSE20.S//6X9
**MUCLF-5E20 .6//6X, *MJUl*E20 .8//6Xw
*MUW2S*E2O * //6X, *MUWOw*E20 * )
WRITE (2)MUT 9MUCL vKCLrMUNvMUCLF PON1 ,MUW2 MUWO
WRITE(2) (SIOCSO(K) iKaI NPTS)Pv(SIOWO(K) ,Kal NPTS),

a. - +(8IONBO(K) vK-1vMPTS)
WRI TE (2) (WGTp (K) r K01iPS)

is; ENDFILE2

C

C

C WEATHER MODEL 1 OR MODEL 2?
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125 IF(WMDL*EQ.2)CALL EXIT
C

-C WEATHER MODEL 1

PRINT 603

- 603 FORMAT(/vSINPUT INP3 - NUWlrMUW2rMUW0vFWS)
READ INP3
PRINT INP3

C COMPUTE tp(I,.j)3 MATRIX FOR WEATHER MODEL I

- TSGTSS2/2.0S

SISSWSO-S!OSWl**2
DO 135 I-1lNPTSP2
DO 135 jmlwNPTSP2
R(IPJ)-EXP( (-(2.OSPI*SlOSW*(I-.i)*T)**2)/2.0)
R( iJ)iR( IJ)*COS(2.OSPI*FW*(I-J)*T)

135 CONTINUE
- c********

C OUTPUT ER(IPJ)3 FOR WEATHER MODEL 1
C**********
C PRINT 912

912 FORMAT(//gPlXP* R MATRIX WEATHER MODEL 1*,1)
DO 134 IinlvHPTSP2

C PRINT 902P(R(IJ)iJmlNPTSP2)
134 CONTINUE

C
C CHECK IF NT! BEING DONE
C

144 IF(HTI)OO TO 145
c
C NO NT! - DEFINE C3(IuJ)3
C

DO 139 lm1,NPTS.
DO 139 J-1,NPTS
3(1.)0*0

-. C136 CONTINUE

0O TO 60

CCHOOSE NT! MODEL 1 ORt MODEL 2

C*1 ~145 IF(MTINDL.EG*2)OO TO 150
GO TO 19

- 1C

C NO WEATHER CLUTTER OR WEATHER CLUTTER ALREADY DEFINED

C NISEMODEL

120 NPT8P2-NPTS*2
DO 123 Jm1sNPTSP2
DO 123J-1uNTSP
R(I*EJ J)Rm0.O1*

123(CNTINE.J(I)10
123 CO1NU

C
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C COMPUTE CLUTTER WA THRESHOLD ATTENUATION ANJ CONVERT TO DS
C

140 CONTINUE
CALL EXIT
END *

SUBROUTINE TAYLOR(GT sNOT uNDAMA)
C
C COMPUTATION OF THE TAYLOR ILLUMINATION FUNCTION

-C ST-ARRAY TO BE RETURNED TO MAIN PROGRAM CONTAINING TAYLOR WEIG3HTS
C NOT-DIMENSION OF OT
C

DIMENSION OT(NGT)vF(64)
P1-3*14159265
NDARM1 NDAR-1I
FNDAR-NDAR

-' SIGSO9FNDARSS2/(ASS2+ (FNDAR- *5) 5S2)
C

MOT2-NST/2
FNST-NOT

* DO 100 IXPR-1,NGT2
XpR-IXpR
XPRIME-( ((-FNOT/2oO) )4XPR)/FNOT
SUMFM1-O*O
SUMFM2- * 0
DO 50 M-IuNDARRI
FMN
PRO0imI .0

- PROD2m1 .0
DO 40 MalvNDAR~l
FM-N
AROlA-A**2+ (FM- *5)**2
ARG1-1 .0-FMS*2/(SIGSG*AROIA)
PRODI-PRODiSAR~i
IF(N.EG.M)GO TO 40
ARG2-1#*0- (FM**2/FN**2)

- PROD2-PROD2*ARG2
40 CONTINUE

F(M)=( ((-1 .0)**(M+1) )*PRODI )/(2.OSPROD2)
- SUMFM1:SUMFM1IF(N)*COS(2.OSPI*FM*XPRIME)

50 CONTINUE
- GOT(IXPR)0(1.O+2.0*UWNMI)/(1.00*SUMFM2)

100 CONTINUE
C

DO 200 Iw1,NGT2I OT(NST2+I )-ST(MGT2-IMI)
*200 CONTINUE

RETURN
END

READY.
DYE

R533114 LOG OFF 10.49.03.
R533114 SRU 2.363 UNT~S
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PROGRAM CFARP( INPUTiOUTPUTPTAPE5-INPUT ,TAPE6mOUTPUTvTAPE2)
REAL MUTKUCLKCLNU~eNULFuNUI.IIUW2wKUWO
INTEGER TMMDLvRHOO
LOGICAL ITATTNv IATTHv IFRESPPNORCFARPPRFAu IDEALCF

= LOGICAL STIPLPMTIPIWSTPPRED
DIMENSION SIGCSQ(64)uSIGUSQ(64)vSIGNSG(64).TI(64)
DIMENSION Tl1(64),ST11(64).CNT(64)vCFARI(64)
DIMENSION CFAR2(64) ,DETA(64) ,PFA(64) ,PFASUH(64)

-DIMENSION TTEST(64)uE(64)PPD(64).SUMPD(64)
DIMENSION STI(64)PSTID3(64)PSCALET(64)vWOTS(64),SIG(1000)
DIMENSION TATTN(64)vTATTNDD(64)PFREG(64)PATTN(64)PATTND3(64)
DIMENSION FRESP(64) vFRESPDD(64)
DATA TrPI/2.E-04,3s14159265/
DATA A/2./
DATA NWW/1000/
NAMEL IST/OUTi/6IG
NAMELIST/OUT2/CFAR1 ,CFAR2uDETAPPFA,PFASIPTTESTPEPPDuSUMPDP
1 CMT
NAMELIST/OUT3/NUTeMUCLPKCLeMUNMUCLFvMUWI eMUW2vNIJO
NAMELIST/OUT4/SIOCSGvSISWSGv SIONSGuWGTS
NAMELIST/OUT5/SCALEl
NANELIST/INPl/RHOONRCELLSPNCLMAPPNPTSMTIMDL
1 ITATTNIATTNvIFRESPvIIORCFARMTIIWGTSTIPLTHNDLP
2 PRFAPIDEALCFPPRED

10 FORMATI X*NPUT INPU:RHOGiNRCELLSNCLAPNPTSPNTIMDLu*v/
I*ITATTW, IATT4, IFREBPiIIRCFARMTI PIWGTiSTIPLT)4DL*/

2 *PRFAP IDEALCFPPRED*)
READ INPi
REWIND2
READ(2)NUTPMUCLPKCLMUNsMUCLFuMUW1 vNUW2,MUWO
READ(2) (SIOCSG(K)uK01eNPTS) v(SIOWSG(K).K-1pNPT3)p
1 (SIONSQCK) wK-l NPTS)
READ(2) (UGTS(K) ,Kml NPTS)

140 DO 153 K~lvNPT9
IF(SIGCSO(K) .LT.0. )SIOCSO(K).1 .E-50
IF(SIOWSO(K) .LT.0. )SIGWSQ(K)-1 .E-50
IF(SIONSG(K) .LT.O. )SIG3NSQCIO-1.E-50

- TEST-MUCL*SIGCSG( 1)
IF(TEST9EG.0*O)TEST=1 .E-5Oii TATTN(K)-(MUCLSIGCSO(K) )/

1TEST
TATTND3(K)-1O.0*ALOGIO(TATTN(K))
IF(TATTND3(K) .LT. (-100.0) )TATTNDD(K)m-100.0

153 CONTINUE
4 C

C CHECK IF CLUTTER MAP THRESHOLD ATTENUATION US.FREUENCY IS TO
C BE PLOTTED
C

IF(*NOT*ITATTN)SO TO 155
C
C COMPUTE FREQUENCY ARRAY
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C
- FACT-1*0/(T*NPTS)

DO 160 KwlpNPTS
FREO(K)-(K-1 )*FACT

160 CONTINUE

C PLOT CLUTTER MAP THRESHOLD ATTENUATION VS*FREGUENCY
C

- PRINT 923
923 FORMAT(//vlXP*CLUTTER MAP THRESHOLD ATTENUATION YS*FRES. PLOTS,/v

1 IXp*SET UP PAPER FOR 0 TO -SO DOP AND TYPE SOS)
- READ SO4eIGO

804 FORMAT(A2)
CALL PLOT(FREQv TATTND~uNPTS)

C
-C PRINT OUT CLUTTER MAP THRESHOLD ATTENUATION
C

PRINT 927
- 927 FORMHAT(///,1X,7X,*FREQ*v1OXv*TATTN*PIOXP*TATTNDD~e/)

DO 165 I-lpNPTS
PRINT 929,IwFRES(I)PTATTN.(I)PTATTND3(I)

929 FORNAT(lXuI2v3XuF7.2vEl5.Sv2XE15.S)
165 CONTINUE

C
C CHECK IF GROUND CLUTTER PLUS NOISE ATTENUATION VS*FREGUENCY IS TO BE PLOTTED

-C

155 IF(.NOT*IATTN)GO TO 170
C

-C COMPUTE GROUND CLUTTER ATTENUATION AND CONVERT TO DD
C

DO 172 Kw1,NPTS
TEST-SIGCSG( I)SNUCL+NUNSIONR( 1)

- IF(TEST*EOoO*0)TEST-1*E-50
ATTN(K)-(NUCL*SIGCSQ(K)+NUNSGWSG(K) )/TEST
IF(ATTN(K) .EG.0.)ATTN(K)m1 .E-5O

- ATTND9(K).1O.O*ALOG10(ATTN(K))
IF(ATTNDS(K) .LT. (-100.0) )ATTNDD(K)--100.0

172 CONTINUE
C
C COMPUTE FREQUENCY ARRAY

C FACTi * 0/ (TSNPTS)
DO 174 KwlvNPTS
FREG(K)-(K-1 )*FACT

174 CONTINUE
-C

C PLOT GROUND CLUTTER PLUS NOISE ATTENUATION'YS.FREOUEHCYI C PRINT 929
929 FORMAT(//,iX9*SROUND CLUTTER ATTENUATION VS.FREQ.*PLOTS,/v

1 IXrSSET UP PAPER FOR 0 TO -S0 D29 AND TYPE.SOS)
READ 904P100

* CALL PLOT(FRE~vATTND~pNPTS)
C
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C PRINT OUT G3ROUND CLUTTER ATTENUATION
C

PRINT 930
930 FORNAT(///plXt7XP*FRECGS.10Xv* ATTN*PlOXP* ATTNDB*P/)

DO 177 Iw1pNPTS
- PRINT 92SiplpFREO(I)ATTN(I)uATTD(I)

177 CONTINUE
179 IF(.NOT*IFREUP)OO TO 170

- DO 171 Kw1,NPTS
TEST=SIONSOC 1)
IF(TEST.EGO#.)TEST-1 .E-50
FRESP(K)-91GNSO(K)/TEST
IF(FRESP(K) .EQ.0. )FRESP(K)-1.E-50
FRESPD3(K)=1O.SALOO10CFRESP(K.))
IF(FRESPDD(K) .LT.-100. )PRESPDD(K)m-100,

171 CONTINUE
FACTol /(T*NPTS)
DO 176 K-IeNPTS
FREG(K)n(K-1 )*FACT

176 CONTINUE

C PLOT OF FILTER RESPONSE
C

PRINT 193
193 FORNAT(//rlXs*FREOJENCY RESPONSE VS TOT FEL*)

READ 104PI19
CALL PLOT (FftEG ,FRESPD3e NPTS)

C
-'C CHECK TO SEE IF CFAR TO BE CONTINUED

C
IF( .NOT.NORCPAR)STOPll

C COMPUTE 910NAL-TO-INTEOWERENCE YS*TARSET DOPPLER
C

170 DO 162 Kw1,NPTS
TI (K)-NUCL*BIOCSQ(K)+NUWOSSIOWS(K)4NUNSSISNS(K)

182 CONTINUE

C OUTPUT TICK)
C******SS
C PRINT 931

931 FORNAT(//P1Xp* TI ARRAY*P/)
C PRINT 902P(TI(K)vKmlNPTS)it902 FORMAT(/,1X,6E13.61 /u10(1X6El36i/))

CALL TSCALE(WOTSvNTI eNTINDLPWTSPTeSCALET. lUST)'IC WRITE OUT5
DO 185 Kw1,NPTS
TEST-TI (K)

* IF(TEST.EG.O.)TESTw1.E-50
-* STI(K)=(MUTSSCALET(K) )/TEST

STID9(K)n10*OSALOS10(STI(K))
IF(STID(K) .GT.100.0)STID3(K)n10OO*
IF(STID3(K) .LT. (-100.0) )STID3(K)m-100.O
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185 CONTINUE
XFC.NOT*STXPL)00 TO 4010
FACTuI ./(T*NPTS)
DO 4020 K.IeNPTS
FREO(K)w(K-l )*FACT

4020 CONTINUE 4
PRINT 1000

1000 FORMAT(//9 1XuSSISNAL-TO-INTERFIRENCE PLOT*)
READ 804PI60
CALL PLOT(FREGSTIDBPNPTS)

4010 CONTINUE
C
C TEMPORARY STOP
C

180 CONTINUE
IF(THMDLoEG*1)0O TO 5000
BTOP13

5000 IF(RHOB.EQ*1)GO TO 5010
STOP15

C CLUTTER MAP THRESHOLD CONSTANT
5010 XKMIO.SS*(-6*/NCLMAP)

XKM-NCLMAP/XKM-NCLMAP

5020 FRMT(/6X*20)XKM P FALSE ALARM CON9TAMTa*E2O.8)
C CFAR CONSTANT DETERMINATION

XNRD2-NRCELLS/2.
XKCFAR=10.SS(6*/XNRD2)
XKCFAR-XNRD2*(XKCFAR-1 *)
WRITE(6,5050)XKCFAR

5050 FORMAT(6X*CFAR FALSE ALARM CONSTAET-*E20.6)
- C AQO CLUTTERNAP T14NEWRLIS

CALL WOULL1(MUCLPAPSIG)
C WRITE OUTI

DO 5061 K-IuNPTS
PFASUM(K)-0#
SUMPD(K)-0#

5061 CONTINUE
DO 5030 NN1,PNWW
DO 5040 K-1,NPTS
Tll(K)mSIG(NW)*SIGCSQ(K)+HUWO*81SUSG(K)4MWSSIGNSG(K)

- TEST-TIl(K)
IF(TEST*EO.0. )TEST-19E-50
5T11(K)-MUT*SCALET(K)/TEST
CMT(K)mTIl( 1)$TATTN(K)

5040 CONTINUEII C AVG CFAR THRESHOLDS
DO 5060 KIvNPT8

- CFARI (K)-(MUW1-MUIIO)SSIGWSG(K)+Tl1(K)
CFAR1(K)=CFAR1(K)*XKCFAR(I CFAR2(K)mTI1 (K)+(NMUW2-MUWO)SSIOWSG(K)
CFAR2(K)oCFAR2(K)*XKCFAR

5060 CONTINUE
DO 5090 KwIvNPTS
TEST=TII (K)
IF(TESTsEO.00T)ESTuI .E-50
9ETA(K)-TATTN(K)*TII (1)/TEST
PFA (K) a ( NCLMAP/ ( CLMAP*XKM*DTA (K) ) SNCLMAP
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Program CFARP (Continued) Page 5of 10.

5090 CONTINUE
6001 DO 6000 Ku1pWPTS

TTEST (K) mAMAXI (CRT (K) PCF*RI (K) PAft2(K))
IF(K.EG.1)GO TO 6010
IF(TTEST(K).EQ*CNT(K))GO TO 6010
IF(TTEST(K)#EGsCFARl(K))SO TO 6030
NTNOLDm3
0O TO 6100

6010 NTI4ODmI
SO TO 6100

6030 NTHOLDm2
6100 GO TO(6110e6120.6130)uNTMOLD

-6110 XKP.XKM
NPwNCLMAP
E (K) DETA (K)
GO TO 6140

-6120 NPmXNRD2
XKP-XKCFAR
TEST-TI1(K)
IF(TEST#EQ90*)TEST-1#E-50
E (K)-CFARI (K) / (XKCFAR*TEST)

00 TO 6140I;6130 XKP.XKCFAR
TEST.TII (K)

K IF(TEST*EGs0. )TEST-1 .E-50
- E(K)-CFAR2(K)/(XKPSTEST)

6140 PD(K)uu1./(l.+(XKP*E(K))/(NP*(1.4STI1(K))))**NP
600SUMPD(K)-SUMPD(K)+PD(K)
600CONTINUE

C IF(NW*LE*2)URITE OUT2
5030 CONTINUE
5090 DO 6160 Kw1vNPT9

FREG(K)in(K-1. )*1./(T*NPTS)
6160 CONTINUE

DO 6150 K-1vNPTS
- PFASUM(K)mPFASUM(K)/NWU

SUMPD(K)-SUMPD(K)/NWW
6150 CONTINUE

-. IF(*NOT.PRFA)GO TO 6200
A C PROBABILITY OF FALSE ALARM VS FREQUENCY

1RITE(6P6169)
6169 FORMAT(6X*PROD# OF FALSE ALARM VS FREQUENCY*)

- READ 904PI90
CALL PLOT (FREG, PFASUMPNPTS)
WRITE(6P6170)

6170 FORMAT(//6X*FREGUEWCY*10X*PROD OF FALSE ALARM*/)
WRITE(6v 6310) (FREG(K) ,PFASUM(K) uKa1,NPTS)

C PROBABILITY OF DETECTION%6200 CONTINUE
4 IFC.NOToPRED)GO TO 7001

WRITE(6p6210)
6210 FORMAT(6X*GRAPH OF DETECTION PROBABILITY*)

READ 80410
CALL PLOT(FREO.SUMPDpNPTS)

.1 NRITE(6.6300)
6300 FORMAT( //6X*FREdUENCY*IOX*DETIECTION PROBABILITY*//)

WRITE(6t6310)(FRE@(K)eSUMPD(K)eKm1.NPTS)
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P1rogram C;F'ARP> (C:ontinued) l'.age 6 of 10.

6310 FORMAT(1XuE209Sv4XvE2O.S)
7001 IF(.NOT.ZDEALCF)OO TO 7000

Y~m13*81551056
DO 7090 KuINPTS
SUMPD(K)-0.

-7090 CONTINUE
DO 9000 HWuNWW
DO 6010 KwluNPTB
Tll1K)=910(NW)*SzeCSQ(K)+NUVO*SIGWSQK)+MUNSSIONS(K)
TEST=TII(K)
IF(TEST*EG*. )TEST-1.E-50
9T1 (K)mMUT*SCALET(K)/TEST
PD(K)=EXP(-YB/(1.+9TI(K)))
SUMPD(K)-SUMPD(K)+PD(K)

8010 CONTINUE
9000 CONTINUE

DO 9020 KwlNPTS
SUMPD(K)=SUMPD(K)/NWW

8020 CONTINUE
bIIkITE(6,9030)

8030 FORMAT(6X*PRODABILITY OF DETECTIONIIDEAL CFAR*)
READ 904. 190
CALL PLOT(FREO, SUMPD, NPT9)
WRITE(6p6300)
WRITE(6u6310) CFREG(K) vSUMPD(K)iK-luPWT8)

-7000 CONTINUE
CALL EXIT
END

SUBROUTINE TSCALE(WBIT9.MTINTUIDLPWTSTuSCALETIVGT)
C

- C
C

LOGICAL IWGTpMTI
C

COMPLEX XpXTEMPp SUM, AVGX vX3AR
C

DIMENSION VGTS(64)PSCALET(64),X(66),XTEMP(64),XDAR(64)PFREG(64)
C
C

- Pl-3*14159265

CCOMPUTE FREQUENCY ARRAY
C

FACT-i .O/(T*NPTS)
DO 10 Kw1,PWTO

FREcJ(K)-(K-1 )*FACT
C10 CONTINUE

C

C

C BEGINNING OF K LOOP

C
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Program (F'AH1' (Continued) ]Page 7 of 10.

DO 15 K-lrNPTS

DO 20 L-lwNPT8P2

ARG-2#0*PI*FREOI(K)S(L-1 )*T
X(L)fCMPLX(COS(ARS) eSIN(ARO))

20 CONTINUE

C OUTPUT X(L) FOR EACH K

-C PRINT 9009K
900 FORMAT(//r* X(L) FOR Ku*u12p/)

C PRINT 902v(X(L)rLwlpNPTSP2)
902 FOR"AT(/,1Xp2E13.6p2Xvr2E13.6u/u3l(lX,2El362Xp2E13.6,/))

C CHECK IF NT! TO BE DONE
C

IF(.NOT#MTI)GO TO 30
C
C IF "T! TO BE DONE, MODEL 01 OR MODEL 02 ?

IF(MTINDL.EQ.2)00 TO 25
C
C NT! MODEL 01

- C
DO 22 L-1,NPTS
XTENP(L)-X(L)-2*0*X(L+1 )4X(L+2)

22 CONTINUE
DO 23 LinlNPTS
X(L)-XTENP(L)

23 CONTINUE

C OUTPUT X(L) FOR EACH K AFTER NTI MODEL 01

C PRINT 903YK
903 FORNAT(//PlX,* X(L) AFTER NT! MODEL #1 FOR Ki*,12,/)

C PRINT 902p(X(L),LmlrNPTS)
C

00 TO 30
C
C NT! MODEL 02
C

25 SUNmO#
DO 35 L-lrNPTB
SUM-SUM+X (L)

35 CONTINUE
AVGX-SUM/NPT8
DO 37 LmlPWTS
X(L)nX(L)-AVGX

37 CONTINUE
AFTR T!MOEL02FO K***i

C OUTPUT X(L) FOR EACH K AFTER NT! MODEL 02

C PRINT 902r(X(L)rLwlNPTS)
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)"rogram CFAJ (Continued) page 8 of 10.

C APPLY WEIGHTS IF REQUIRED
C

30 IF(.NOT*IWGT)GO TO 40
DO 39 LmlrNPTS
X(L)sX(L)*WGTS(L)

39 CONTINUE
Cs*******
C OUTPUT X(L) FOR EACH K AFTER WEIGHTING

C PRINT 905PK
905 FORMAT(//PlXt* X(L) AFTER WEIGHTING FOR K-*,12p/)

C PRINT 9029(X(L)eL-1vNPTS)
C
C COMPUTE XBAR(K)
C

40 SUN-0.0
DO 45 L-ltNPTS
ARG-(2*O*Pl)/NPTS*( (L-1)*(K-1))
SUM-SUM+X(L)*CMPLX(COS(ARG) u-SIN(ARG))

45 CONTINUE
XDAR(K)-SUM

C OUTPUT XDAR(K)

C PRINT 9O6vKPXBAR(K)
906 FORMAT(//,1X,*K-S,12p2XSXBAR(K)n*,2El3.69 /)

C DEFINE OUTGOING SCALET ARRAY
C

- SCALET(K)-(REAL(XDAR(K) ))**2+(AIMAG(XDAR(K) ))**2

C OUTPUT SCALET(K)

C PRINT 907PvSCALET(K)
907 FORMAT(//plX,*Km*pl2,2Xv*SCALET(K)*PE13.6v/)

C

C END OF K LOOP :
15 CONTINUE

- RETURN
L END

SUBROUTINE PLOT(XPYPN)
LOGICAL IPROD

t I DIMENSION X(64)PY(64)
DIMENSION TEMP(64)
NAMELIST/INPI/YMIN, YMAX
NA#IELIST/INP2/IPRG3,XMIN, X#AX
NAMELIST/INP3/XMINPXMAX vYMINuYMAX
DO 1 ImigiN

- TEMP(I)-Y(I)
1 CONTINUE
XMIN.X( 1)
XHAXUX( 1)

11 YMINmTEMP( 1)
YMAXwTENP( 1)
DO 10 I-Inl,
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rProgram CFARP (Continued) Page 9 of 10.

- DIFXI-X(lI)-XMIN
DIFX2-X( I)-XMAX
DXFYl-TEMP( I)-YMIN

- DIFY2-TEMP(lI)-YMAX
IF(DIFXloLT*0.)XMIN-X(I)
IF'(DIFX2*GTo0. )XMAXwX(I)

- IF(DIFY1 .LT90. )YMIN-TENPC I)
IF(DIFY2*8T*0.)YMAX-TEMP(I)

10 CONTINUE
IJRrlr IMP3 -

- WRITE (6,11)
11 FORMAT(6X*INPUT INP2:IPtOBPXMINPXMAX*)

READ INP2
IF(,NOT.IPRO9)GO TO 12
CALL PSCALE(TEg4PPNPYMINPYMAX)
00 TO 13
PRINT INKi

12 WRITE(6v20)
20 FORMAT(6X*INP NAMELIST INPI1YMINYNAX*)I READ INPi
13 PRINT 924

924 FORMAT( IX,*PLTL*)
NN-N/2*+1.
DO 30 1-1,14K
IX-(X( I)-XMIN)*9999.0/(XNAX-XMIN)
IY-(TEMP( I)-YNIN)*9999.0/(YMAX-YMIN)
PRINT 925vIXpIY

925 FORMAT(2(lXu14))
30 CONTINUE

PRINT 926
926 FOOMAT( 1XP*PLTT*)

RETURN
END
SUBROUTINE UDULLI (NUCLPAPSIG)
REAL MUCL
DIMENSION 910(1000)
DIMENSION R(1000)
DO 10 1-1,1000
R ( I )RANF (0)
SI0CI)w(ALOO(1./(1.-R(I))))**A
910(1 )mMUCL*81G( 1)/2*

10 CONTINUE
SUM-00
DO 20 1=191000
SUMISUN4SIS( I)

20 CONTINUE
SUN-SUM/ 1000.

DO -01,1p000
910(1 )wM9CL*SIG( 1)/SUM

30 CONTINUE
WRITE(6u50)SUM
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Program CFARP (Continued) Page 10 of 10.

50 FORMAT(6X*MEAN OF UNSCALED CLUTTER CROSS SECTION SEQ 18*E20.8)
RETURN
END4
SUBROUTINE PSCALE(YvNPTSvYMINPYMAX)
DIMENSION Y(64)
FI(P)-(AO+A1*P+A2*(P**2) )/(l1+DISP+32*(P**2)+33*(P**3))
AO-2,515517
Al-9*802853
A2in.010326
31-1 .43278
92-.#189269
3=*001308

AS=9*05
PS-SQRT(ALOG(l1 /(A9182)))
YMIN-FI (PS)
YMINwPS-YMIN
YMIN--YMIN
AL- .0001
PL-SORT(ALOG(19/(AL**2)))
YMAX-FI (P1)
YMAX-PL-YMAX
DO 10 I-lvNPTS
IF(YCI).LE*0.5)GO TO 20
AAl. -1. E-1O
IF(Y(l) .EO*1.)Y(I)wAA
P-SORT(ALOG(l1 /( (1 -Y(I) )**2)))
Y CI) -Fl (P)
Y( I)-P-Y(I)
6O TO 10

20 IF(Y(I).EG.0.)Y(I)=1.E-10
P-SGRT(ALOG(1 ./(Y(I)382)))
Y (1)-Fl (P)
YCI)-P-y(I)
Y(I)in-Y(I)

10 CONTINUE
RETURN
END

- READY.
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APPENDIX B

USE OF EXISTING FAST FOURIER TRANSFORM DIGITAL

PROCESSOR (FFTDP) FOR EAR

A block diagram representation of the FFTDP is depicted below. As

shown it consists of a pair of 9-bit A/D converters, a time weighting

circuit, an input storage buffer, and a complex adder/subtractor/multiplier

arrangcd in an FFT butterfly configuration which outputs to a post processor.

I A/D

Input Input FF T Pos t
Tj- D Weighting Buffer H rocessjor Processor]

Parameters of the FFTDP are:

I. 9-bit A/D with a 2.4 usec (integrate and dump) sample rate.

2. Input buffer of 512 words of 48 bits.

3. (Cosine)2 time weighting circuits.
4. 64 point FFT (complex adder/complex subtractor/complexmultiplier butterfly configuration).

5. 30 range gates plus I test gate.

6. Fixed 4. 608 ms time to process a 64 point batch.

The organization of the input buffer is depicted below; it is made up

of 512 words of 48 bits. Each 48-bit word is made up of 4 data words.

Hence, the FFT arithmetic unit carries only 12 bits with a scaling capability

when the arithmetic overflows the 12 bits.

,
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Address Odd Even Odd Even

0 SIRI SI R2  S 3 3 R1  S 3 3 R 2

1 S 1 R 3  S 1 R 4  333 33R4

2 SIR 5  S 3 3 R 5

13 S1R29 S 1 R 3 0  $ 3 3 R 2 9  S 3 3 R30( 14 Spare Spare Spare Spare
BITE 15 Spare Spare Spare Spare

509 $ 3 2 R 2 9  S32R 3 0 $ 6 4 R 2 9  $ 6 4 R 3 0

510 Spare Spare Spare Spare

511 Spare Spare Spare Spare

S = Sample
R = Range Gate

Memory Organization

The relationships within the buffer/sample/FFT process are shown

pictorially below:

r2 r 3 0  S 6 4

* . 4.608 me

r1 r 2  ...... r3U S 1

, 72 jAs
= 13,888.8

• 72 Its

2.4IAs/RG 
x 30 = 72 ;s
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process time = 4.608 me

time of I Butterfly 4608 =4608 = 800 ns
64 log 2 64

To use this processor with the EAR, a new synchronizer must be

designed as well as another input buffer suitable for reformatting the input

data into blocks of 30 range gates. The 64 point input data is collected by

the EAR in 64 x 200 = 12, 800 lAsec at its nominal 5 kHz PRF. The FFTDP

processes a batch of 30 range gates worth of data in 4608 ;sec. Therefore

12,800/4,608 = 2.777 batches can be processed. This must be rounded

downward to the nearest integer, so that 2 x 30 a 60 range gates can be

handled by the processor at the 5 kHz PRF. It is probably sensible to

lower the maximum PRF to 4629 Hz. The data collection time then goEs

up to 64 x 216 = 13,826 Msec., which will then handle exactly three batchEs,

for a total of 90 range gates.

With such a small number of range gates, the kind of C(FAR

processing to be used is open to question. A sliding-window cell-averaging

CFAR as discussed in the text may not make too much sense, since end

effects will tend to dominate.
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